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1. Introduction
The Antarctic ice sheet offers a unique opportunity to 
assess the effects of global warming and developing future 
projections since it plays a crucial role in preserving 
Earth’s climate balance. One of the primary objectives for 
scientists is to make accurate predictions about the future 
impact that may occur in the Antarctic continent. These 
predictions are based on a thorough understanding of 
the area’s natural history, enabling researchers to identify 
potential risks and develop effective strategies to mitigate 
them. The presence of glacier regions is one facet of the 
effects of global warming that is particularly prominent 
in West Antarctica (Turner et al., 2014). According to 
the Intergovernmental Panel on Climate Change (IPCC) 
comprehensive assessment reports on climate change, 
the continued trajectory of global warming is expected to 
result in a significant rise in sea level in the near future 

due to the melting of many glacial zones. Therefore, it is 
necessary to develop a comprehensive global strategy 
to address this harmful consequence of climate change. 
Accurate and high-precision predictions of the future 
depend on modeling efforts that take into account 
variables such as the global mean sea level, glacier changes, 
and alteration rates, making it essential to increase the 
number of research efforts. From this point of view, 
various technologies are used to monitor the impact of the 
climate change caused by global warming on the Antarctic 
glaciers. These technologies include remote sensing, the 
Global Navigation Satellite System (GNSS), ground- 
penetrating radar (GPR), terrestrial, and unmanned 
aerial vehicle (UAV) photogrammetry (Thompson, 2000; 
Rignot et al., 2002; Ivins and James, 2005; Rückamp et 
al., 2011; Selbesoğlu et al., 2023). GPR is a valuable tool 
in the study of glaciers, especially in remote and harsh 
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environments such as Antarctica (Taurisano et al., 2006; 
Engel et al., 2012; Campbell et al., 2018). Snow and ice 
fields, known for their abundant layering and extensive 
consistency, are ideal locations for exploratory endeavors, 
making them particularly suitable for the best application 
of GPR. (Jol, 2008). Furthermore, GPR is used in the field 
of glaciology, supporting research on various topics such 
as the examination of diffraction phenomena and the 
identification of internal stratifications (Engel et al., 2012; 
F. Benedetto and Tosti, 2017; Forte et al., 2021).

In a study conducted by Healy et al. (2007), GPR 
was utilized to examine the waterbed topography of 
Lake Athabasca, which is situated beneath the ice cover. 
The research aimed to gain a more comprehensive 
understanding of the lake’s subsurface structure, potentially 
providing valuable insights into the its hydrological 
and geological processes. The study used two different 
antennas with center frequencies of 100 and 500 MHz, 
and measurements were performed by moving the GPR 
over snow layers of varying thicknesses while attached to 
an all-terrain vehicle (ATV). As a result of the study, an 
accuracy of 20 cm in the vertical direction was obtained. 
Mingo and Flowers (2010) expanded the application of 
GPR by utilizing a skid unit to measure the thickness of 
polythermal ice and ice calderas in Iceland and Canada. In 
Iceland, they used a 10.5-MHz center frequency antenna 
to detect ice thicknesses up to 550 m. In Canada, a 5-MHz 
center frequency antenna was employed to study a 220-m 
glacier. Lamsters et al. (2020) demonstrated the utility of 
GPR in glacier research by studying the Nye Channel, an ice 
tunnel in the Russell District of Greenland. They employed 
a GPR with a center frequency of 38 MHz, manually 
collecting data to a depth of approximately 160 m. The 
study was complemented by UAV photogrammetry, which 
provided additional support for their findings. Precision 
was obtained as approximately 0.186 m and a standard 
deviation of 0.043 m in elevation change determined 
by the GPR. Egli et al. (2021) contributed to the body 
of knowledge by utilizing the terrestrial GPR method 
to explore the Haut and d’Ottoma subglacial marginal 
channels in the Swiss Alps. Employing a GPR with a center 
frequency of 70 MHz, they carried out measurements with 
the instrument placed in a backpack, approximately 40 
cm above the ground. Additionally, aerial photographs 
obtained via UAV were used to complement and validate 
the GPR results. These studies collectively demonstrate the 
applicability of GPR in various glacial terrains. 

Although terrestrial GPR is of better quality overall 
(Rutishauser et al., 2016), it has some drawbacks, such 
as difficulties in using it in hard-to-reach areas and the 
possibility of encountering heterogeneity when used close 
to the surface.(Merz et al., 2015). Therefore, the airborne 
GPR approach appears to be a valuable tool for quickly 

and cost-effectively surveying glaciers and other geological 
features (Merz et al., 2015). In order to investigate glacier 
depth, helicopter GPR, which serves the same functions as 
terrestrial GPR in glacier studies, has been widely employed. 
Findel and Adler Glacier, Switzerland (Machguth et al., 
2006), Indian Himalaya (Negi et al., 2008), Nef and Colonia 
Glaciers in Patagonia, Southern Chile (Blindow et al., 2012), 
Furggwanghorn Rock Glacier in Switzerland (Merz et al., 
2015), Swiss Alps (Rutishauser et al., 2016), the Rhone 
Glacier in the Central Swiss Alps (Church et al., 2018), 
and Glacier de la Plaine Morte in the border region of the 
Bernese and Valais Alps in SW Switzerland (Grab et al., 
2018) are some of the glaciers that have been studied using 
helicopter GPR.

With recent technological developments, GPR has 
been used with UAV in hard-to-reach locations. UAV-
GPR is employed in security-related situations such as the 
detection of landmines or improvised explosive devices 
(IEDs) (Colorado et al., 2017; Fernández et al., 2018; Garcia 
Fernandez et al., 2020). In inland water bathymetric studies 
(Bandini et al., 2023a), UAV-GPR has demonstrated a 
successful performance in detecting the water depth, similar 
to sonar, which restricts the use of underwater vegetation 
(Bandini et al., 2023b). Moreover, it has been used in soil 
moisture estimation and mapping (Wu et al., 2019; Wu 
and Lambot, 2022a; Cheng et al., 2023), subsurface surveys 
in mining (Saponaro et al., 2021), buried object detection 
(Garcia Fernandez et al., 2018), soil electrical conductivity 
mapping (Wu and Lambot, 2022b), glacier science (Engel 
et al., 2012; Ruols et al., 2022; Vergnano et al., 2022), and 
for obtaining snowpack parameters (Jenssen and Jacobsen, 
2021).

To summarize, the effectiveness of GPR in studying 
the complex shape and ever-changing behavior of glaciers 
in harsh and remote environments such as Antarctica 
highlights its critical role. When the existing studies were 
examined, it was seen that very limited research has been 
conducted to determine glacier depth using UAV-GPR. For 
this purpose, the current study focused on investigating the 
potential of using UAV-GPR to obtain depth information 
of glaciers on Horseshoe Island, West Antarctica, through 
the data set obtained during the seventh Turkish Antarctic 
Expedition (TAE-VII) in February and March 2023. These 
results can also serve as a valuable reference for future 
research on the use of UAV-GPR to determine glacier depth 
in harsh and hard-to-reach environments.

2. Materials and methods
2.1. GPR
GPR is a nondestructive testing technique that comprises 
a radar control unit, data storage, and display devices, 
along with transmitting and receiving antennas, and this 
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technique is used in many geoscience studies such as soil, 
bedrock, groundwater, and ice detection (Jol, 2008). 

GPR operates on the fundamental principle of recording 
the time duration it takes for electromagnetic waves to 
travel from the transmitting antenna to the underground 
target and reflect back to the receiving antenna. It has been 
observed that when GPR signals encounter interfaces 
with varying dielectric coefficients, they tend to spread, 
while the reflected signals are efficiently collected by the 
receiving antenna (Benedetto and Tosti, 2017) (Figure 1).

The basis of the GPR system based on the 
electromagnetic (EM) wave theory and the physics of 
EM fields have been mathematically defined by Maxwell’s 
equations. The quantitative foundation of the GPR signal 
is established by determining the material properties with 
structural relations and combining the information.

These Maxwell’s equations are depicted in Eqs. (1)–(4) 
below (Jol, 2008):

∇ ̅ × E ̅  = –(∂ B ̅ ) / (∂ t),                                                (1)
∇ ̅ × H ̅  = J ̅ + (∂ D ̅ ) / (∂ t),                                          (2)
∇ ̅ ּ D ̅  = q,                                                                        (3)
∇ ̅ ּ B ̅  = 0,                                                                         (4)
where E ̅   is the electric field strength vector (V/m), H  ̅is 

the magnetic field intensity (A/m), B ̅ is the magnetic flux 
density vector, J ̅ is the electric current density vector (A/
m2), D ̅ is the electric displacement vector (C/m2), q is the 
electric charge density (C/m), and t is the time. 

Based on these relationships, it can be said that 
all classical EM phenomena (induction, radio waves, 
resistivity, circuit theory, etc.) can be derived from 
the electrical properties of the material. Constitutive 
relationships are the material’s response to the EM fields. 
For GPR studies, the electrical and magnetic properties are 
consequential, as shown in Eqs. (5)–(7) below:

J ̅  = σ ̃ E ̅ ,                                                                         (5)
D ̅  = ε ̃ E ̅ ,                                                                        (6)
B ̅  = µ ̃ H  ̅ .                                                                      (7)
Here, σ ̃ represents the free charge movement in the 

electric field, while µ ̃ describes how the intrinsic magnetic 
moments respond to the magnetic field.

GPR traces are the result of reflected signals and 
are presented in radargrams (Figure 2) that include 
velocity data, thereby providing crucial information on 
underground depths. 

The point to be noted here is that the data on the Y-axis 
of the graph can be depth, time, samples, and altitude 
information. In addition, there are trace numbers on the 
X axis. When viewing the data collected within the scope 
of the project in a digital environment, the resulting image 
may be challenging to interpret. To address this issue, 
necessary data processing steps (refer to Section 2.2) 
were applied to the raw data with the aim of obtaining a 
more easily interpretable image. Furthermore, filtering 
techniques were employed to enhance the signal-to-noise 
raito (SNR) across the entire dataset.
2.2. Filtering steps
A radargram serves as a visual representation of the 
reflections of underground electromagnetic waves. To 
enhance operational efficiency and minimize unwanted 
signals, commonly referred to as noise, data processing 
is employed. In the scope of this study, a series of data 
processing steps were applied, including time zero 
correction, background removal, deconvolution, and low-
pass filter. Time zero correction is used to detect the time 
spent by the signal traveling between the transmitting 
and receiving antennas (Steinbeck et al., 2022). The 
straight lines observed in the background of the image are 

Transmitter antenna Receiver antenna

Bedrock

Ice

Timing

Record

Display

Air

Figure 1. Working principle of the GPR (Jol, 2008).



SELBESOĞLU et al. / Turkish J Earth Sci

1002

referred to as ringing. The ringing effect, can be caused 
by the interaction of antennas and electrical cables, cell 
phones, etc. (Bianchini Ciampoli et al., 2019). When these 
effects are removed from the image with the background 
removal filter, the image becomes highly interpretable. 
The deconvolution filter, which has rarely been applied 
in the literature, enhances temporal resolution for clearer 
visualization of the region of interest on the radargram 
(Economou et al., 2015). Horizontal low-pass filtering 
eliminates low-frequency noises generated by other 
objects (e.g., vehicles, buildings, trees) (Benedetto et al., 
2017). Moreover, the low-pass filter creates a smoothing 
effect on the radargram image.
2.3. Error analysis of the retrieval glacier depth
There are two important factors that can significantly 
affect the accuracy of the glacier depth measurements. 
First, the chosen transmission velocity may contain 
potential errors that are utilized to convert time to depth. 
Second, a timing error could take place when identifying 
the epoch of measurement, particularly the moment when 
the bed reflection appears within the recording. In order 
to achieve high accuracy in the results, it is imperative to 
consider these factors when analyzing and assessing ice 
thickness measurements.

The ice thickness can be calculated as shown in Eq. (8):

H =
 𝑣𝑣 ×  𝑡𝑡

2 .
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   (8)

Here, v is the sound velocity (transmission velocity) in 
the medium (ice is equal to 168 m µs–1) and t is the normal 
moveout (NMO) corrected two-way travel time (TWTT).

The NMO adjustment will normally only have an 
impact on the shallowest regions of the profiles since 

the profiling offset (distance between antenna centers) is 
typically considerably lower than the ice thickness. Thus, 
according to Dix (1955) and Yilmaz (2001), the adoption 
of a flat reflector NMO correction should be enough, as 
given in Eq. (9):
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According to Navarro et al. (2014), the errors in 
the transmission velocity and in t can be considered 
independent. As a result, when error propagation is applied 
to Eq. (10), as done by Bevington et al. (1993), we obtain:

σHGPR
 = 

𝑣𝑣 ×  𝑡𝑡
2 .

√𝑡𝑡𝑟𝑟
2 − (𝑑𝑑

𝑣𝑣)
2

.

1
2 √𝑡𝑡2𝜎𝜎𝑣𝑣

2 + 𝑣𝑣2σ𝑡𝑡
2

𝑍𝑍0 =
∑ 𝑧𝑧𝑖𝑖 ∙ 𝑑𝑑𝑖𝑖

−𝑛𝑛𝑁𝑁
𝑖𝑖 = 1
∑ 𝑑𝑑𝑖𝑖

−𝑛𝑛𝑁𝑁
𝑖𝑖 = 1

.

�̂�𝑍(𝑠𝑠0) = ∑ 𝜆𝜆𝑖𝑖 𝑍𝑍(𝑠𝑠𝑖𝑖).
𝑁𝑁

𝑖𝑖 = 1

{(𝑥𝑥𝑖𝑖, 𝑦𝑦𝑖𝑖)}𝑖𝑖 = 0
𝑁𝑁

𝑓𝑓{(𝑥𝑥𝑖𝑖, 𝑦𝑦𝑖𝑖)}𝑖𝑖 = 0
𝑁𝑁

𝐺𝐺(𝑥𝑥, 𝑦𝑦) = ∑ 𝑤𝑤𝑖𝑖 𝑓𝑓(𝑥𝑥𝑖𝑖, 𝑦𝑦𝑖𝑖).
𝑁𝑁

𝑖𝑖 = 1

𝑤𝑤𝑖𝑖 = 𝑄𝑄𝑘𝑘
𝑅𝑅𝑘𝑘

√1
𝑛𝑛 ∑ (𝑑𝑑𝑡𝑡 − 𝑑𝑑𝑑𝑑)2𝑛𝑛

𝑖𝑖

√σHGPR
2 + σHINT

2

√1
𝑁𝑁 ∑ σH

2
𝑁𝑁

𝑘𝑘 = 1
.

                                                          (10)

Here, σ denotes the error of the variables. 
According to Lapazaran et al. (2016b), the uncertainties 

of RWV (σv) lie between ~1 and 5% of the transmission 
velocity in the medium (±1.7 to ±8.4 m µs–1 ) and 
uncertainties of t (σt) equal to 1/f (f is the center frequency 
of the GPR device). Accordingly, for example, the accuracy 
of a 200-ns TWTT measurement performed with a 120 
MHz center frequency device is determined as 0.72 m 
(approximately 5% of the depth value). The uncertainties 
of the depths range between 2% and 15% of the ice depth 
(Godio and Rege, 2015; Fu et al., 2018; Richards et al., 
2023).
2.4. Interpolation methods
A comprehensive analysis was conducted to assess the 
accuracy of a digital depth model. Various interpolation 
techniques such as inverse distance weighting (IDW), 
Kriging, natural neighbor interpolation, and polynomial 
regression were employed in the study. The results obtained 

Figure 2. Raw radargram image.
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from the analysis were used to determine the effectiveness 
of the digital depth model.

The IDW interpolation method determines cell values 
by linearly weighting the location-dependent variable 
points with the inverse distance function. The effect of the 
weighting decreases as the points forming the surface move 
away from the sampled location (Rippa, 1999; Mueller et 
al., 2004), as shown in Eq. (11):
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Here, Z0 is the value of variable z at point I, zi is the value 
of sample at point I, di is the distance between the sample 
and estimated point, N is the coefficient of weight based on 
a distance, and n is the total number of predictions.

The primary factor affecting the accuracy of the 
resulting surface is the value of the power parameter, 
denoted as P, used in the IDW method. The P parameter 
allows for determining the contribution of the sampled 
points with respect to the inverse of the distance of the 
points used to generate the surface. In other words, the 
P parameter determines the impact of each point on the 
formation of the surface.

The Kriging interpolation method involves generating 
a variance surface by applying mathematical operations to 
a given number of data points or points within a specific 
radius. This method is based on the assumption of spatial 
correlations between points in terms of their distances and 
directions. The Kriging method consists of three distinct 
steps: statistical data analysis, variogram modeling, 
and the creation of a variance surface. This approach is 
particularly suitable for situations where the distance and 
direction deviation of the data are known, as outlined by 
Lam (1983) in Eq. (12): 
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Here, Z(si) is the value obtained by measuring at the ith 
location, λi is the measured value at the ith location has an 
unknown weight, s0 is the predicted location, and N is the 
total number of measured values.

The natural neighbor interpolation method, developed 
by Sibson (1981), utilizes Voronoi diagrams to extrapolate 
spatial data from a given sample dataset. Commonly 
referred to as the Sibson or area-staling method, it ensures 
that the resulting surface heights lie within the range of 
the original dataset. This approach is a valuable tool for 
professionals seeking to interpolate spatial data accurately 
and efficiently. The algorithm’s input data consists of a set 
of points 
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 each associated with corresponding 
function values specified as. 
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The algorithm 

relies on computing Voronoi diagrams for the initial 
points (xi, yi) and producing a tessellation by recalculating 
the interpolated locations (x, y). How much of the area of 
the initial diagram elements was stolen by the region of the 
newly inserted point depends on the value G(x, y), which 
is assigned to the interpolated point, as given below in Eq. 
(13):
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The measured value at position (xi, yi) is represented by 
the symbol f, and 
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 is a proportion of the stolen 

area. The initial Voronoi diagram element for point Pk is 
represented by Rk, and the newly created element for point 
(x, y) is represented by Qk, which is the area where Rk and 
Qk intersect (Sibson, 1981). 

The methodology employed in this data analysis 
involved the utilization of polynomial regression, which 
helps uncover underlying patterns and trends. While 
polynomial regression is an effective tool for trend surface 
analysis, it is important to note that subtle nuances within 
the data may be obscured. Furthermore, this technique 
has the ability to extrapolate grid values beyond the 
range of available data, thereby predicting the value of an 
independent variable in terms of the predicted value of the 
dependent variable. The model in basic linear regression is 
seen below in Eq. (14):

Z(x,y) = A + Bx + Cy.                                             (14)
Here, Z is the dependent values, and x and y are the 

predictors. Consequently, each of the two predictor 
variables is regressed on the outcome variable. A, B, and 
C are the coefficients of the polynomial regression least 
square estimation (Shanock et al., 2010).
2.5. Terrestrial GPR and UAV-GPR comparison
In order to compare the depths obtained from the 
terrestrial GPR and UAV-GPR methods, both data sets 
were analyzed using the filtering techniques mentioned 
in Section 2.2. After this process, the depth values were 
obtained by digitizing the radargrams. The data obtained 
from the terrestrial GPR measurement were accepted as 
true values and the surface was created using the local 
polynomial method to compare it with the UAV-GPR 
depths. The depth values obtained by the UAV-GPR from 
this surface were compared and the differences were 
calculated. The root mean square error (RMSE) of the 
UAV-GPR depths was calculated using the formula below 
in Eq. (15):

RMSE =
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Here, dt represents the depth obtained from the 
terrestrial GPR measurements, while du represents the 
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depth obtained from the UAV-GPR, and n represents the 
number of data.

Data beyond the range of ±3 RMSE from the mean of 
the difference values were considered as gross error and 
excluded from the data set. The RMSE value of the data 
set was recalculated using Eq. (15) and the accuracy of the 
data obtained with the UAV-GPR was determined.
2.6. Study area
The study focused on Horseshoe Island, located in the 
west of the Antarctic Peninsula and known as the third 
largest island in the Marguerite Bay archipelago, where the 
Turkish base is located. The total area of Horseshoe Island 
is 60 km2, and 66% of the island is made up of glaciers or 
semiperennial ice and snow. As a result of meteorological 

measurements at the Rothera (1977–2015) and San Martin 
(1985–2015) stations, which are close to Horseshoe Island, 
it was observed that the annual average air temperatures 
are –4.3 and –4.6 °C, respectively (Oliva et al., 2017). 

The chosen study area, where the measurements were 
conducted with GPR, was close to the area where the 
Turkish temporary base is located (Figure 3). In addition, 
the determination of glacier changes is one of these reasons 
why it is the basis for studies to be carried out to determine 
the possible areas of a scientific base to be established in 
the future. Another is that, as can be seen in Figure 3, 
on the southwest side of the area, the glaciers end, and 
the terrain begins. It will be easier to verify the results 
obtained from the GPR measurements performed in this 

Figure 3. Image of the study area. 
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section. So much so that in this part, the ice depth can be 
determined manually using primitive tools to determine 
the glacier depth. Moreover, it was decided to be close to 
the base area in order to use the limited time efficiently 
during the expedition.

The study area to be measured, which was 
approximately 2500 m², was scanned in 21 lines using a 
wheeled cart and 17 lines using a UAV, as shown in Figure 
4. The average distance between the lines measured with 
the terrestrial GPR and UAV-GPR was approximately 2 
m. With the GPR (the same device used in the terrestrial 
measurements) mounted on the UAV, measurements were 
carried out from a height of approximately 3 m, following 
the terrain.

Raw data were gathered as a result of the measurements 
carried out in the field. During the measurements, ice was 
selected as the material type parameter in order to generate 
the depth information of the study area and to obtain the 
horizontal positioning of the GNSS receiver, both the 
terrestrial and UAV-based methods were used.

Figure 5 demonstrates the lines obtained as a result 
of the measurements. A total of 21 lines of data, each 
approximately 40 m in length, were collected with terrestrial 
GPR. The distance between each trace, that is, between the 
2 depth data on the lines, was around 10 cm. Accordingly, 
there were approximately 400 traces in each line. A total 
distance of 850 m was covered to collect these data, and 
the measurement was completed in approximately 2–3 h.

In the measurement made with the UAV-GPR, a total 
of 17 lines of data were obtained, each approximately 60 
m in length. The distance between each trace, that is, the 
distance between the 2 depth data points on the lines, was 
around 20 cm. Accordingly, there were approximately 
300 traces in each line. Considering that the flight speed 

was set at 2 m/s, the measurement was completed in 
approximately 9 min.

In addition, analysis was performed by decimating 
the lines in order to determine the surface accuracy of the 
data obtained from the terrestrial GPR measurements. In 
2 different scenarios, different interpolation methods were 
performed by taking 4 m between the lines first and 8 m 
between the lines in the other scenario. Lines not used in 
the surface interpolation were used as test data. Figure 
6 shows the model and test data used in the 2 different 
scenarios.

3. Results
In order to get the depth information from raw radargram 
data several data processing steps were applied, such as 
background removal, horizontal low-pass filtering, and 
zero-time correction. The image shown in Figure 7 displays 
the resultant product obtained from the data processing 
of a line in the southern part (Figure 6). In this way, the 
radargram image formed as a result of each processing 
step and the red digitization (manually digitized) line on 
the last radargram was obtained.

As stated above, the uncertainty value of the depths 
obtained in Section 2.3 varied between about 2% and 15% 
of the depth. The uncertainty of the depths obtained by 
taking this approach into account varied between 0.02 and 
0.14 m. The average of these values was determined as 0.08 m.

In order to determine the accuracy of the surface to be 
obtained from these values, the depth uncertainty (σHGPR) 
and interpolation uncertainty (σHINT) values obtained for 
each point were used (Lapazaran et al., 2016a):
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Figure 4. GPR measurements.
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If Eq. (15) is applied to each point, the error map of 
the model can be obtained. However, to estimate the ice-
volume error, evaluate the overall quality of the digital 

elevation models, or compare their accuracy, it may be 
helpful to define the overall quality of the ice-thickness 
depth model using a single parameter. The RMS value 

Figure 5. GPR measurement lines (black lines are terrestrial GPR and red lines are UAV-GPR measurements).

Figure 6. Terrestrial GPR lines, left side is scenario 1 and the other is scenario 2 (black lines are test and red lines are surface model data).
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of the errors at all of the grid nodes can be used in these 
situations, using Eq. (16) below:

σHDepthModel =

 

𝑣𝑣 ×  𝑡𝑡
2 .

√𝑡𝑡𝑟𝑟
2 − (𝑑𝑑

𝑣𝑣)
2

.

1
2 √𝑡𝑡2𝜎𝜎𝑣𝑣

2 + 𝑣𝑣2σ𝑡𝑡
2

𝑍𝑍0 =
∑ 𝑧𝑧𝑖𝑖 ∙ 𝑑𝑑𝑖𝑖

−𝑛𝑛𝑁𝑁
𝑖𝑖 = 1
∑ 𝑑𝑑𝑖𝑖

−𝑛𝑛𝑁𝑁
𝑖𝑖 = 1

.

�̂�𝑍(𝑠𝑠0) = ∑ 𝜆𝜆𝑖𝑖 𝑍𝑍(𝑠𝑠𝑖𝑖).
𝑁𝑁

𝑖𝑖 = 1

{(𝑥𝑥𝑖𝑖, 𝑦𝑦𝑖𝑖)}𝑖𝑖 = 0
𝑁𝑁

𝑓𝑓{(𝑥𝑥𝑖𝑖, 𝑦𝑦𝑖𝑖)}𝑖𝑖 = 0
𝑁𝑁

𝐺𝐺(𝑥𝑥, 𝑦𝑦) = ∑ 𝑤𝑤𝑖𝑖 𝑓𝑓(𝑥𝑥𝑖𝑖, 𝑦𝑦𝑖𝑖).
𝑁𝑁

𝑖𝑖 = 1

𝑤𝑤𝑖𝑖 = 𝑄𝑄𝑘𝑘
𝑅𝑅𝑘𝑘
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2
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2
𝑁𝑁

𝑘𝑘 = 1
.

                                         
(16)

Here, N is the node number. 
In order to determine the accuracy of the interpolation, 

the lines shown in red in the data given in Figure 6 were 
used as input to the model, and the lines shown in black 
were compared. This process was carried out in 2 different 
scenarios. In scenario 1, the distance between the lines was 
approximately 4 m, and in scenario 2, the distance between 
the lines that were input to the model was 8 m. That is, the 
power and smoothing values for the IDW were entered 
as 2 and 0, respectively. Kriging was chosen as linear, the 
slope value was taken as 1, the kriging type was chosen as 
a point, and the drift type was selected as none. The ratio 
and angle, which are the anisotropy values of the IDW, 
kriging, and natural neighbor methods, were entered as 1 
and 0, respectively. In the polynomial regression method, 

the simple planar surface was selected, and the maximum 
x, y, and total orders were entered as 1.

RMSE values were calculated by taking the residuals 
between the data obtained as a result of the modeling 
and the test data. The minimum, maximum, average, and 
RMSE values of these residual values are given in the Table 
for each method and scenario.

Accordingly, it was seen that the best result was the 
local polynomial method, with an interpolation accuracy 
of 0.09 cm with lines at 4-m intervals, and 0.11 cm with 
interpolation at 4-m intervals. As a result, the interpolation 
accuracy of each point averaged 0.10 m. When the 0.08-m 
depth and 0.10-m interpolation accuracy values obtained 
were put in their places in Eq. (15), the uncertainty of each 
point was obtained as 0.13 m. Since this value was assumed 
to be the same for every point in the area, this value can be 
directly expressed as the accuracy of the model obtained.

As mentioned in Section 2.5, the difference values were 
calculated by comparing the surface obtained by the local 
polynomial method using the terrestrial GPR data and the 
UAV-GPR results.

Figure 7. Processing steps for the GPR data (the southernmost line of the map in Figure 6).
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As can be seen in Figure 8, the mean of the differences 
was approximately 2.9 cm and the RMSE value was 9.3 
cm. It is seen that the difference values were in accordance 
with the normal distribution. Values outside of the 99.7% 
confidence interval were excluded from the data set, and 
as a result of recalculation, the mean value was 2.8 cm and 
the RMSE value was 8.9 cm (Figure 9).

The map obtained by removing the coarse incorrect 
values from the data set is shown in Figure 10.

Figure 10, it can be seen that large differences occurred 
in the boundary of the model. The reason for this can be 
stated that the interpolation method did not work well 
outside of the model.

Table. Result of different interpolation methods.

Scenario 1 Scenario 2

Min Max Mean RMS Min Max Mean RMS

(cm) (cm)

IDW –0.16 0.31 0.06 0.12 –0.26 0.40 0.05 0.14

Kriging –0.16 0.35 0.06 0.12 –0.24 0.31 0.05 0.12

Natural neighbor –0.18 0.32 0.06 0.12 –0.25 0.29 0.05 0.12

Local polynomial –0.18 0.25 0.03 0.09 –0.23 0.27 0.03 0.11

Figure 8. Distribution graph of the differences between the terrestrial GPR and UAV-GPR.
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Figure 9. Distribution graph of the differences between the terrestrial GPR and UAV-GPR.

Figure 10. Difference value visualization.
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4. Discussion
In the study, the depth of the glacier was determined by 
terrestrial GPR and UAV-GPR data through TWTT, 
which can be influenced by environmental factors such 
as temperature, water content, and the presence of a 
cavity structure. Additionally, the accuracy of glacier 
depth determination is affected by the variability in the 
terrain height. However, the study area had an almost 
homogeneous structure. The literature indicates that 
depth determination accuracy is directly proportional to 
increasing depth (Engel et al., 2012; Ai et al., 2014; Navarro 
et al., 2014; Lapazaran et al., 2016a). In the current study, 
the accuracy of the depth determination of the glacier 
was found to be comptatible with the literature. When 
the interpolation methods revealed in terms of accuracy 
with data attenuated at 4- and 8-m intervals, the results 
were found quite close to each other. However, the local 
polynomial method was one step ahead of the others. The 
fact that these values were close to each other showed 
that the interpretation of the radargram, which greatly 
affects the accuracy of the depth information obtained 
and requires experience, was performed correctly. The 
depth determination based on the GPR and interpolation 
methods was investigated in terms of accuracy through 
the terrestrial GPR depth uncertainty (σHGPR) and 
interpolation uncertainty (σHINT) values obtained for 
each point. According to Eq. (15), the glacier depths were 
determined with a RMSE of approximately 13 cm from the 
local polynomial surface model.

In addition, the accuracy of the UAV-GPR 
measurements was investigated. As a result of these 
evaluations, the values obtained from the UAV-GPR 
were compared with those of the terrestrial GPR and the 

average of the differences was calculated as 0.03 m with a 
RMSE of 0.09 m. Measurements performed with the UAV 
were completed approximately 25 times faster than the 
terrestrial GPR. Accordingly, the UAV-GPR can scan 25 
times more per unit time and its accuracy is around 0.09 
m compared to the terrestrial GPR. 
5. Conclusion
The study demonstrates that the integration of GPR 
technology with UAVs offers an efficient approach 
for mapping glaciers in challenging environments. 
Furthermore, the results indicated that GPR-UAVs are an 
important tool for glaciological research and environmental 
monitoring that can rapidly conduct surveys of glaciers 
with a promising degree of accuracy. The UAV-GPR is a 
flexible tool with a wide range of applications because it can 
carry out quick surveys, even in challenging environments. 
In future stages of this study, the amount of change in the 
glacier in this study area will be determined by processing 
and comparing the measurements of 2 or more periods. 
The accuracy of the amount of volumetric change will be 
determined as specified in the study of Martín Español et 
al. (2016) using the depth model accuracy information 
obtained as a result of this study.
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