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Abstract
A piece-wise second order approzimation to the f(x) = —log[tanh (z/2)] function is proposed to reduce
the computational complexity of LDPC decoder’s utilizing Log-Likelihood Ratio Belief Propagation (LLR-
BP) algorithm based on Gallager’s approach. Simulation results show that the proposed low complexity

approzimation doesn’t cause BER performance degradation.

1. Introduction

Reduced complexity decoding of low-density parity-check (LDPC) codes [1] has been receiving much attention
recently as these powerful codes are employed in various communications standards, such as IEEE 802.16e, DVB-
S2 and IEEE 802.3an. Even though effective decoding of LDPC codes can be achieved using the sum-product
(SP) or belief-propagation (BP) algorithms [2], these algorithms demand heavy computational resources. The
computational complexity of the BP algorithm can be reduced using the min-sum approach at the expense of a
small performance loss [3, 4]. Further computational reductions can be achieved if log-likelihood ratios (LLRs)
are incorporated instead of likelihood ratios or probabilities, as the multiplications are replaced by additions in
this approach.

LLR-BP based on the tanh rule and LLR-BP based on Gallager’s approach are the two numerically
accurate representations of the BP algorithm employed in decoding LDPC codes [3]. These algorithms can be
summarized in four steps: initialization, variable and check-node updates and decision. All steps are identical
for the two algorithms except the check-node update step, which is the computationally most complex part of
these algorithms. Following the same notation in [5], the initialization step assigns prior values to the LLR
values Ap—m (un) = L (uy) and A,y (ug) =0 to every entry (m, n) of the parity-check matrix which has a
non-zero element. For every received codeword bit y, corresponding to the transmitted codeword bit u,,, LLRs

derived from the channel outputs are L (u,) = 2yp, / o2, where o ? is the variance of the additive white Gaussian
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channel noise. Following the initial assignments, the LLR values of the variable-nodes are updated according
t0 An—m (Un) = L (Un) + 220 enr(nym Am/—n (Un) and A (un) = L (un) + 3,60 (n) Am—sn (un), where M(n)
denotes the set of check nodes connected to the variable node n. The check-nodes are then updated according

to the following equations for the tanh rule and Gallager’s approach, respectively:

An (un) =2 H $ign [An/ —m (uy)] tanh H tanh [| A/ —m (uns)/2]] (1)
n’€N(m)\n n’€N(m)\n

Amn (un) = H sign [Aw—m (un)] f Z S (A= (un)]) (2)
n’€N(m)\n n’€N(m)\n

where f(z) = —log[tanh (x/2)], forxz > 0 and N(m) denotes the set of symbol nodes that participate in the
mt* parity-check equation. Finally, a bit is decided to be zero if A, (u,) > 0, or one otherwise.

The computationally most complex parts of these algorithms are the check-node update steps given by
equations 1 and 2 for the tanh rule and Gallager’s approach, respectively. From the implementation point
of view, the tanh function is rather complex as it involves operations such as additions, exponentiations and
divisions. An accurate representation of the tanh(x) is essential for reliable decoding of the LDPC codes by
the LLR-BP algorithm based on the tanh rule. Recently, an approximation method is proposed to modify
tanh(z) and tanh ~!(z) functions to reduce the computational complexity without sacrificing the performance
[5]. In this approach, a piecewise linear function with seven regions is employed for the approximation.
First-order approximations in each region are determined such that the root mean square (rms) value of the
approximation error is 0.02. Simulation results in [5] show that the proposed approximation to tanh(x) reduces
the computational complexity significantly without noteworthy performance degradation.

To the best knowledge of the authors, no such approximation exists for the —log [tanh (2:/2)] function
used in Gallager’s approach, which is another numerically accurate version of the LLR-BP decoding algorithm.
In this paper, we propose a piece-wise second order approximation to the —log [tanh (2/2)] function to reduce
the computational complexity of the LLR-BP based on Gallager’s approach. Simulation results show that our

proposed approximation reduces the complexity without degrading the decoding performance.

2. Proposed algorithm

A first-order piecewise approximation, which is shown to be a good choice for tanh(x) in [5], is not suitable for
the —log [tanh (2/2)] function used in Gallager’s approach. This is mostly due to the fact that the Taylor series
expansion of the logarithm contains higher-order terms with both even and odd powers whereas the hyperbolic
tangent function contains only odd-power terms in its Taylor expansion. The magnitudes of the higher order
terms in the tanh expansion are rapidly approaching to zero, making the linear approximation a suitable choice.
On the other hand, the logarithm function includes a second-order term with relatively high magnitude in its
Taylor-series expansion. Based on this fact, the second-order approximation is viewed as an appropriate choice
for approximating the — log [tanh (2/2)] function.

In order to determine the number of piecewise regions, a heuristic approach is employed. Even small
inaccuracies in the approximation may result in large errors, especially for small input values, due to the nature
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of the —log[tanh (2/2)] function. The input space is divided into twelve regions in order to keep the rms
value of the approximation error below the level of 10 3. As x approaches to zero, — log [tanh (x/2)] becomes
very large, therefore a fixed value of 10 is used for —log [tanh (x/2)] when z is less than 107¢. A similar
approximation is also used in the exact calculation of the function, which is given in equation (2), in Gallager’s
approach in order to avoid numerical instabilities due to overflows. The obtained second order approximation

values are tabulated in Table 1.

Table 1. Second order piecewise approximation for —log (tanh (x/2)).

0.0, 10°°) 107

1075, 0.1) no approximation

0.1, 0.3) 14.152% — 10.912 + 3.92

0.3, 1.0) 1.432% — 3.40x + 2.76

1.0, 2.0) 0.2712% — 1.301x + 1.794

2.0, 3.0) 0.085622 — 0.5976x + 1.124
3.0, 4.0) 0.030922 — 0.278x + 0.6553
4.0, 5.0) 0.011322 — 0.1247x + 0.3539
5.0, 6.0) 0.0041632% — 0.0542x + 0.1802
6.0, 7.0) 0.00153122 — 0.02299x + 0.08774
[7.0,9.0) 0.0003603x2 — 0.0065052 + 0.02965
[9.0, o0) 0.00010672

In summary, a piece-wise second order approximation to the f(z) = —log[tanh (2/2)] function is

proposed to reduce the computational complexity of LDPC decoder’s based on Gallager’s approach. The
approximation method presented here requires additions and multiplications in nine regions while the exact
implementation of the f function is needed in one region. No calculations are required in the other two regions,

in which fixed values are employed.

3. Complexity

The proposed approximation method requires computation of the hyperbolic tangent and logarithm functions
only for the input values in the range [10 ¢, 0.1) whereas the exact implementation of the — log[tanh (z/2)]
function needs these calculations for the entire input space. Computation savings with the proposed approxi-
mation depend on the percentage of computations that the LLR values are outside the range where the exact
implementation of the function is used. This is difficult to predict precisely as the LLR distribution depends on
noise variance, number of decoding iterations and the code structure.

In order to predict the typical computational saving, we have run simulations at different SNR levels and
code lengths. A regular (252, 504) and (504, 1008) code with no cycles of length 4 obtained from MacKay’s
online database [6] are used in simulations. A histogram was updated during the simulation when the input
values fell into the range requiring an exact calculation. The number of maximum decoding iterations is fixed at
16 and the decoder was allowed to stop earlier if all of the parity equations were satisfied. The results are shown
in Figure 1. As shown in the figure, only up to 7% of all computations of the proposed approximation method
take place in the no approximation region for both (252, 504) and (504, 1008) codes. Thus, we can expect that

at least 93% of the time, the approximation method presented here does not require the implementation of the
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exact function, which will achieve a computational saving over the exact calculation, which includes logarithm
and hyperbolic tangent functions.
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Figure 1. Percentage of computations of the proposed method that takes place in the no approximation region.

As stated in section II, it is clear that computation complexity of a logarithm and a hyperbolic tangent
function is higher than that of additions and multiplications in a second order polynomial. Since Taylor series
expansion of the logarithm function includes higher-order terms, a second order polynomial in the proposed
approximation method requires less additions and multiplications than the exact function demands in a series

expansion.

4. Simulation examples

The (252, 504), (504, 1008) and (2000, 4000) regular LDPC codes with parity-check matrices containing
no length-4 cycles in their corresponding graphs [7] obtained from MacKay’s online database [6] were used in
the simulations. Additionally, equal-size parity matrices containing 30 length-4 cycles [8] have been generated
and used to evaluate the performance when length-4 cycles exist in the parity matrices. The number of fixed
ones in each column and row is three and six, respectively. Encoded bits are binary-phase-shift-keying (BPSK)
modulated and transmitted over the simulated AWGN channels. The number of maximum decoding iterations
is set to 16 for all three regular LDPC codes at each Ej/Nj value. Blocks have been transmitted until 50 block
errors are counted for each E,/Ny value.

Simulation results for codes with no length-4 cycles are shown in Figure 2. As illustrated in this figure,
there is no performance degradation over the exact implementation when the approximation with reduced
complexity is used. The performance of the approximated version is slightly better at higher SNR values for
shorter codes. This anomaly is the result of the non-optimal behavior of the BP algorithm for short codes [3,
5] and it diminishes as the code length increases, as seen from the BER curve of (2000, 4000) code in the same

figure.
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Figure 2. BER curves for (252, 504), (504, 1008) and (2000, 4000) codes (Codes don’t contain length-4 cycles).

Further simulations have been run using codes that contain length-4 cycles and the results are presented
in Figure 3. As seen from the figure, the performance of the approximated version with reduced complexity is
closer to the exact implementation as the code length increases. For short codes, it performs better than the
exact version due to the non-optimal characteristics of the BP algorithm.
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Figure 3. BER curves for (252, 504), (504, 1008) and (2000, 4000) codes (Codes contain 30 length-4 cycles).

5. Conclusions

In this paper, a second order approximation to the — log [tanh (2 /2)] function is proposed for reduced complexity
decoding of LDPC codes based on Gallager’s approach. The approximation method reduces the computational
complexity by avoiding computations of the logarithm and hyperbolic tangent functions presented in the exact
implementation of the f function. Although the computational savings tend to decrease with longer code lengths
and higher SNR values, the approximation method is efficient for shorter codes as shown in the simulations.
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Simulation results show that some anomalies can be observed in testing the approximated function in
short codes and codes containing length-4 cycles. These are due to the non-optimum character of the belief

propagation algorithm, which is only optimal for cycle-free graphs.
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