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Abstract

In this study, a new soft-switching hybrid filter based on a neuro-fuzzy network for impulsive noisy

environments is proposed. The hybrid filter was built by combining an adaptive finite impulse response (FIR)

filter, an adaptive weighted myriad (WMy) filter, and a soft-switching mechanism based on a neuro-fuzzy

(NF) network. Performance of the hybrid filter was tested in α -stable noisy situations and compared with

adaptive FIR, WMy, and weighted median (WMd) filter performances. According to the simulation results;

the proposed hybrid filter has better performance than the adaptive FIR, WMy, and WMd filters, and has

the ability of effectively suppressing the impulsive noisy environments.
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1. Introduction

The traditional approach in statistical signal processing problems to obtain the best solution is the generation
of a specific signal and noise model relating to the problem studied. The best solution is obtained using this
oapproach; small deviations are ignored. Gaussian models are often used for the statistical characteristics
modeling of classical statistical signal processing theory. The Gaussian model is valid for some real-world
transactions; however, non-Gaussian situations are occurring in real life. For example, a large part of the
physical phenomena in nature is of an impulsive structure and can be modeled more precisely by non-Gaussian
distributions. Impulsive signals and noises are characterized in sharp, pointed, or sporadic forms in data series.
As some examples of impulsive operations, atmospheric noise radio links, ocean acoustic noise, and switching
transients in telephone channels have been given [1, 2].

Linear filters have been used as an important tool for noise filtering in signal processing. In many cases,
linear filters have perfect performance and are easy to design. In addition, if the system is linear and Gaussian,
linear filters are optimal in the sense of least squares in the form of all filtering operations [3-5]. However, linear
filter applications are limited to real systems. Moreover, the small deviations from systems sometimes make
their performance severely retrogress. For instance, the properties of a little non-Gaussian noise and a little
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nonlinearity of the system make the filter’s performance very poor. In order to overcome these disadvantages,
many nonlinear filters have been offered in the literature, such as median filters, midrange filters, myriad filters,
and other filters [6, 7]. Recently, some of those nonlinear filters have been studied, proposed, and applied to
various filtering problems in practice. Various hybrid filters have especially been proposed in signal and image
processing areas [8-13].

In recent years, as a complete model of the impulse noise process, signal processing studies based on α -
stable distribution have been increasing significantly [14, 15]. α -stable noise is connected to changes in the shape
of 0 < α ≤ 2. When α = 1, the noises are of the Cauchy distribution; when α = 2, the noises are of the Gaussian

distribution. The α -stable noise has a characteristic function of Φ (ω) = e−γ|ω|α . In this function, γ is the
dispersion parameter and α is the characteristic variable. The use of the α -stable distribution as a statistical
model is theoretically verified by 2 features [14]. The first is the stability feature: the sum of 2 independent
stable random variables with the same characteristic coefficient is also stable with the same characteristic. The
second is the generalized central limit theorem: if the sum of an unlimited number of independent and similarly
distributed random variables (with finite or infinite variance) converges in distribution, the limiting distribution
is α -stable. Thus, α -stable random variables can appear in the real world as the effects of a large number of
independent contributing factors in the same way that Gaussian random variables do [15]. Recently, myriad

filters have been used as robust nonlinear filters for impulse noise environments (especially with α -stable noise)

[15]. This filtering has been successfully applied to communications, signal, and image processing [15-18].

In the last few years, there has been an increasing research interest in the applications of soft computing
techniques, such as neural networks and fuzzy systems, to the problems in many areas [19, 20]. Learning and
generalization abilities, provision of plausible solutions to nonlinear problems, fast real-time operations, and ease
of implementation have made artificial neural networks popular, as well [19]. Fuzzy inference systems (FIS) [20]
are nonlinear systems capable of inferring complex nonlinear relationships between input and output variables.
Neuro-fuzzy (NF) systems offer the capability of neural networks to learn from examples and the capability of

fuzzy systems to model the uncertainty encountered in noisy environments [12, 13].

In this study, a new soft-switching hybrid filter based on a neuro-fuzzy network for removing α -stable
impulsive noise from digital signals is proposed. The hybrid filter consists of an adaptive finite impulse response
(FIR) filter, an adaptive weighted myriad (WMy) filter, and a soft-switching mechanism based on a neuro-fuzzy
network. In order to improve the performance of filtering in an impulsive noisy environment, adaptive FIR and
WMy filters were combined with a neuro-fuzzy network. Performance of the proposed hybrid filter was tested
at different α parameters of the noise signal and also compared with adaptive FIR, WMy, and WMd filter
performances. Experimental results showed that the proposed hybrid filter has better performance than the
adaptive FIR, WMy, and WMd filters, and it also has the suppressing efficiency capability for α -stable noisy
situations.

The organization of this paper is as follows. In section 2, the structure of the proposed hybrid filter and
its building blocks are explained. In section 3, simulations are made to verify the feasibility of the proposed
method. Finally, some conclusions are offered in section 4.
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2. Proposed operator

The structure of the proposed hybrid filter is shown in Figure 1. The filter consists of an adaptive FIR filter,
an adaptive WMy filter, and a neuro-fuzzy network. The neuro-fuzzy network uses the information from the
adaptive FIR filter, the WMy filter, and the input signal to compute the system output.
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Figure 1. Proposed hybrid filter.

2.1. FIR filter

FIR filters, as an example of linear filters, estimate the existing data point by taking a weighted sum of previous
measurements in a window of finite or infinite length. The FIR filter can be expressed as [9, 21]

yn =
k∑

i=1

bixn−i+1, (1)

where k and b i stand for filter length and filter weighting coefficients, respectively.

2.2. Weighted myriad filter

Recently, myriad filters, as strong nonlinear filters, are being used for α -stable environments [15]. This filter

has been successfully applied to communications, signal, and image processing [15-18]. The myriad filter

βK = myriad (K; x1, x2, ........xN) = arg min
N∑

i=1

log
[
K2 +

(
xi − β2

)]
(2)

has a cost function as defined in equation (2), where N is the filter length, x i is the input data samples’ data
values, and K is the linearity factor. The WMy filter has been generalized by adding positive weight parameters
into the input samples. The WMy filter

βK = myriad (K; w1 ◦ x1, w2 ◦ x2, ........wN ◦ xN) = arg min
N∑

i=1

log
[
K2 + wi

(
xi − β2

)]
(3)
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has a cost function as defined in equation (3). The WMy filter is generally used as an adaptive structure [15-18].

Further details about WMy filters are available in [15-18].

2.3. Neuro-fuzzy network

Soft computing techniques are often used in solving different problems because of their ability to learn, make
generalizations, tolerate noise, and apply to different problems easily [19]. In this approach, some difficulties
have been encountered, as some artificial intelligence parameters that have been chosen to be corrected depend
on systems and the carrying out of a variety of trial and error process. In both artificial neural networks and
fuzzy logic techniques, basic logic is based on how the human brain works. These systems simulate the inference
mechanism of the human brain. Both techniques can model complex and nonlinear systems with sufficient
accuracy [19, 20] because the techniques do not require mathematical modeling of the controlled system.

Fuzzy logic control, using rules based on common sense, identifies and controls the systems. Fuzzy logic
uses variables expressed in words that imitate human decision-making instead of mathematical variables. In
traditional logic, the truth value of a variable can be ‘1’ or ‘0.’ However, in fuzzy logic, the value can take
all values within the range of 0-1. This value is called the membership value. The curves that determine the
membership value of an input are called membership functions. As the applied mathematics are simple, the
abilities to model nonlinear systems, which are based on daily language, softly (not forming specified borders)
and to tolerate uncertain information are among the most important advantages of systems based on fuzzy logic
[20].

Artificial neural networks, based on the physiological structure of the brain, are designed and formed
from a large number of simple processors (neurons) working in parallel with each other. The behavior of a
neural network largely determines the connections between neurons; all of the information learned is reserved
in these connections. Artificial neural networks can be trained to perform a certain function, and this training
is provided by values of connection changing. The most important way in which artificial neural networks differ
from traditional systems of learning are in their ability to generalize in a parallel operation. These features
provide advantages such as speed, fault-tolerance, and efficiency [19].

Neuro-fuzzy systems represent the capability of neural networks to learn from examples and the extraction
results capability of fuzzy systems allows them to model uncertainty. Readers interested in details of neuro-fuzzy
systems are referred to [20].

3. Simulations

For simulations, the training and testing models of adaptive FIR, WMy, and WMd filters and the proposed
hybrid filter are given in Figure 2. The noiseless input signal x(n) was chosen to be a chirp-type signal.

Specifically, the signal is given as x(n) = sin[w(n)], n = 0,1,. . . . . . ,L-1, where the radian frequency is w(n) =

(π /3)[L/(L-1)][n/L-1]2 , as shown in Figure 3. The desired signal d(n) was acquired by passing noiseless input

signal x(n) through a low-pass FIR filter of window length N = 13 and cutoff frequency wc = π /50, as shown
in Figure 4.
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Figure 2a. Training and testing model of filters for adaptive optimization.
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Figure 2b. Training and testing model of proposed hybrid filter for adaptive optimization.
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Figure 3. Noiseless chirp-type input signal x(n).
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Figure 4. Desired signal d(n) (low-pass FIR filtering of x(n)).

Figure 2a shows the block diagram representing the optimization of the adaptive FIR, WMy, and WMd
filters. In these optimizations, the adaptation of the adaptive FIR filter utilized an adaptive least mean absolute
deviation (LMAD) algorithm from [18]. For the adaptive WMy filter, the algorithm developed by Kalluri and

Arce was used from [18]. For the adaptive WMd filter, an adaptive weighted order statistic (WOS) algorithm

from [18] was used. Figure 2b shows the block diagram representing the optimization of the proposed hybrid

filter. All of these mentioned filters were trained using the noiseless input signal x(n) and desired signal d(n),
each of length L = 256. As shown in Figure 2b, noiseless input signals and outputs of the adaptive FIR and
WMy filters were fed into the input of the neuro-fuzzy network. The neuro-fuzzy network used in this study
was a first-order Sugeno-type fuzzy system with 3 inputs and 1 output. Each input had 3 Gaussian membership
functions, and the output had a linear membership function. The parameters of the neuro-fuzzy network were
iteratively tuned by using the hybrid learning optimization algorithm, which combines the gradient method and
the least squares estimate to identify [20].

The performances of the trained filters were compared by applying them to noisy chirp-type test signals.
These test signals, as shown in Figures 5a, 6a, 7a, 8a, and 9a, were obtained by adding different realizations
of α -stable noise to the characteristic exponent α = 0.1, 0.4, 0.8, 1.3, 1.8 and dispersion γ = 0.01 to the
noiseless signal of Figure 3. The different α parameters of the α -stable noisy environments were applied for
these mentioned filters and the results are shown in Figures 5-9. In addition, the mean square errors (MSE)

originating in filtering the test signals obtained by adding different α parameters in the range of [0.1∼2.0] are
given in the Table.

The results show us that the adaptive WMd filter did not show good performance for removing impulsive
noise. However, the adaptive FIR filter performance was better than the adaptive WMy filter where the noise
characteristic was close to Gaussian distribution cases (especially α > 1.5). On the other hand, the adaptive

WMy filter was found to be more successful than the adaptive FIR filter in other cases (especially α < 1.0).
However, the proposed hybrid filter gave the best performance among all of these filters for all α parameter
values (0.1 < α < 2.0).
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Figure 5. a) Noisy chirp-type signal s(n) used for testing (additive α -stable noise: characteristic exponent α = 0.1 and

dispersion γ = 0.01), b) desired signal, c) FIR filter output signal, d) weighted median filter output signal, e) weighted

myriad filter output signal, f) proposed hybrid filter output signal.
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Figure 6. a) Noisy chirp-type signal s(n) used for testing (additive α -stable noise: characteristic exponent α = 0.4 and

dispersion γ = 0.01), b) desired signal, c) FIR filter output signal, d) weighted median filter output signal, e) weighted

myriad filter output signal, f) proposed hybrid filter output signal.
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Figure 7. a) Noisy chirp-type signal s(n) used for testing (additive α -stable noise: characteristic exponent α = 0.8 and

dispersion γ = 0.01), b) desired signal, c) FIR filter output signal, d) weighted median filter output signal, e) weighted

myriad filter output signal, f) proposed hybrid filter output signal.
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Figure 8. a) Noisy chirp-type signal s(n) used for testing (additive α -stable noise: characteristic exponent α = 1.3 and

dispersion γ = 0.01), b) desired signal, c) FIR filter output signal, d) weighted median filter output signal, e) weighted

myriad filter output signal, f) proposed hybrid filter output signal.
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Figure 9. a) Noisy chirp-type signal s(n) used for testing (additive α -stable noise: characteristic exponent α = 1.8 and

dispersion γ = 0.01), b) desired signal, c) FIR filter output signal, d) weighted median filter output signal, e) weighted

myriad filter output signal, f) proposed hybrid filter output signal.
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Table. Mean square error (MSE) values originating in filtering the test signals obtained by adding different characteristic

exponents.

characteristic Filter Type
exponent values Adaptive Adaptive Adaptive Proposed
(α parameters) FIR filter WMy filter WMd filter hybrid filter

0.1 1.3 × 1010 0.0054 0.0234 0.0038
0.2 3.3 × 105 0.0052 0.0233 0.0019
0.3 2.5 × 105 0.0053 0.0234 0.0003
0.4 2.1 × 103 0.0053 0.0236 0.0005
0.5 0.1826 0.0062 0.0300 0.0070
0.6 0.1253 0.0059 0.0244 0.0032
0.7 0.0233 0.0059 0.0246 0.0011
0.8 0.0105 0.0055 0.0282 0.0086
0.9 0.0221 0.0056 0.0269 0.0031
1.0 0.0110 0.0062 0.0333 0.0042
1.1 0.0189 0.0072 0.0253 0.0056
1.2 0.0057 0.0056 0.0268 0.0014
1.3 0.0048 0.0045 0.0239 0.0010
1.4 0.0062 0.0063 0.0273 0.0024
1.5 0.0049 0.0061 0.0261 0.0021
1.6 0.0052 0.0070 0.0295 0.0023
1.7 0.0053 0.0070 0.0251 0.0037
1.8 0.0063 0.0067 0.0305 0.0023
1.9 0.0070 0.0076 0.0255 0.0050
2.0 0.0057 0.0067 0.0308 0.0032

4. Conclusions

This study presents a new soft-switching hybrid filter based on a neuro-fuzzy network to improve the performance
of filtering in an impulsive noisy environment. The proposed hybrid filter combined an adaptive FIR filter and
an adaptive WMy filter with a soft-switching mechanism based on a neuro-fuzzy network. The performance of
the proposed filter was evaluated for different impulsive α -stable noises and also compared with adaptive FIR,
WMy, and WMd filters. Simulation results indicated that the proposed hybrid filter had better performance
than all of the other mentioned filters in impulsive noisy environments. The proposed hybrid filter suppressed
the impulse noise for all α parameters in the range of [0.1∼2.0] successfully and efficiently, as compared with
the adaptive FIR, WMy, and WMd filters.
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