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Abstract

Recognition of cardiac arrhythmias by electrocardiogram (ECG) is an important issue for diagnosis of

cardiac abnormalities. Many studies on recognition of cardiac arrhythmias by ECG, using various techniques,

have been performed in the past 20 years. Artificial neural networks (ANNs) are the most widely used

tool in medical diagnosis systems (MDS) because of their powerful prediction characteristics. An ANN

model is inspired by real biological neural networks, with a parallel structure that is potentially fast for

computation. However, the suggested ANN architectures in the literature can only be run sequentially, on

powerful processors, due to their complexity. Our approach enables the implementation of a simple ANN

architecture with lower requirements for hardware resources. The features of the ECG signal are reduced

dramatically using principle component analysis (PCA) while keeping the error rate of the ANN at an

acceptable level, near 5%. To enable the implementation of real ANN models on parallel devices, the features

of the ECG signal that are applied to the ANN inputs must be reduced. In this study, field programmable gate

arrays (FPGA) implementation of a fully parallel, fault-tolerant ANN for ECG arrhythmia classification

(FPAAC) is realized. An ANN model, which consists of 8 inputs, a hidden layer with 2 neurons, and 1

output neuron, is implemented on an FPGA using IEEE-754 32-bit floating-point numerical representation.

FPAAC classifies 3 classes of arrhythmia, premature ventricular contraction (PVC), fusion (F), and normal

(N) beats, and its accuracy is 97.66%. The ECG records used in this work were taken from the MIT-BIH

arrhythmia database.

Key Words: Artificial neural networks, electrocardiogram, principal component analysis, arrhythmia, field

programmable gate arrays

1. Introduction

Heart diseases are one of the most common causes of death, killing millions of people worldwide each year.
However, they can be effectively prevented by early diagnosis of arrhythmias. The electrocardiogram (ECG)
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signal is the most important and powerful reference tool used contains the diagnosis and treatment of heart
diseases. ECG represents the electrical activity of the heart and contains vital information about its rhythmic
characteristics. Many algorithms use ECG signals as references to obtain information about the heart’s
condition. The most striking waveform of ECG is a QRS complex, as shown in Figure 1 [1].
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Figure 1. Important waves and intervals in an ECG beat.

Many techniques for classification of various arrhythmias have been recently presented in the literature,
including those based on artificial neural networks (ANNs) [2, 3], genetic algorithms (GA) [4], wavelet transforms

(WT) [5, 6], linear discriminants [7], self-organizing maps [8], and many other statistical [9] and heuristic [10]

techniques. They use different features of the ECG signals, including ECG morphology [11], heartbeat interval

features [12], frequency-based features [7], Karhunen-Loeve expansion of ECG morphology [12], and Hermite

polynomials [13]. Due to the belief in their powerful prediction characteristics, ANNs are the most widely used

tool in medical diagnosis systems (MDS). Many researchers have compared the results from ANNs to those

from other methods and found that ANNs perform better than the others [14].

In spite of the fact that ANNs are the most commonly used tools in MDS, ANN architectures, as
implemented in the literature, are very complex software-based architectures. Usually, they contain tens to
hundreds of input neurons and many hidden layers that create high computational complexity [15]. As a result,
these models can only be run on powerful processors, sequentially and computer-dependently. To enable the
mobile implementation of ANNs on parallel devices, the features of the ECG signal that are applied to the
ANN inputs need to be reduced in order to reduce the size, cost, and power consumption of the hardware.
The feature extraction algorithms transform raw data into feature vectors. The resulting feature space is of a
much lower dimension than the observation space. The next step is a transformation of the feature space into
a decision space, which is defined by a set of classes. A classifier algorithm partitions the feature space into a
number of decision regions. After the classifier is designed and a desired level of performance is achieved, the
classifier can be used to classify new objects. In other words, the classifier assigns every feature vector in the
feature space to a class in the decision space.
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This work aims to implement an ANN-based arrhythmia classifier hardware instead of the various software
models of ANNs. Due to its highly parallel and interconnected architecture, the distributed parallel structure
of ANNs is fast and efficient for computation in pattern classification tasks [16]. In addition, the parallelism
of ANNs is very well suited for hardware implementation. Many researchers have implemented ANNs on very
large scale integration (VLSI) chips or application-specific integrated circuits (ASIC) with digital, analog, and
optical methods. Parallel processing architectures can only be implemented on VLSIs, ASICs, and FPGAs
[17]. However, the design and fabrication costs and the time of VLSIs and ASICs, and their limited flexibility,
make them inappropriate for ANN implementations. Analog ANN implementations have some advantages,
such as lower cost and higher speed, but they have weak error immunity and fixed architectures. On the
other hand, digital ANN implementations need large scale multipliers and nonlinear activation function blocks
for neurons. Both of the multipliers and activation function blocks require large chip resources. To reduce
hardware usage, ANNs are generally implemented on an expensive digital signal processor (DSP), but this
implementation cannot take advantage of parallel architecture due to the sequential processing of DSPs. Among
these possibilities, FPGA-based implementation offers low cost, efficient software development tools, and real
parallel implementation [18].

In this work, the smallest size of ANN-based automatic PVC classifier in the literature, with an accuracy
of 97.66%, was implemented on a single-chip FPGA using IEEE-754 32-bit floating-point numerical description.

2. Methods

ANN-based arrhythmia classifiers contain 2 units.

1. Preprocessing (feature extraction) unit: To reduce the size of the input data, the input signals are applied

to this unit with a proper signal processing algorithm. In this study, principal component analysis (PCA)
was used as a feature extractor unit that works on a computer.

2. Decision unit: In order to get the final result, the features that are produced in the preprocessing unit are
applied to the decision unit. In this work, a multilayer perceptron (MLP)-ANN was used as a decision
unit, trained in the MATLAB environment. This ANN was then built on an FPGA using preobtained
weights and biases from the MATLAB model.

An ANN’s structure and network learning performance are dependent on the features that are applied to ANN
inputs, and these features are dependent on the algorithms that are used for feature extraction. An ANN model
that is trained with different features will produce different network errors if different features are applied to it
[19]. A short review is given below of some different feature set possibilities used in the literature.

Frequency, time, and amplitude of the ECG signal can be used as feature sets. Examples of these features
are time intervals such as QT and QR, amplitude such as T wave amplitude, and areas such as T area (Figure 1).
However, defining an original ECG signal with high accuracy requires a large number of features and therefore
a large ANN size, making it impractical to implement [11].

WT is known as the most efficient feature extraction method in ANN-based classification systems [5].
However, that fact that ANNs that have WT feature extraction units need many neurons makes the network
size too large to implement on FPGA. PCA is another general technique for feature extraction. In order to
reduce the complexity of the ANN, PCA can be used as a robust feature extractor method from the ECG to
classify arrhythmias [20, 21].
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Very limited works on hardware implementation of automatic PVC classifiers are found in the literature
[22-24]. Based on our knowledge, only one work has recently been presented in the literature about ANN-

based ectopic ventricular beat classifier implementation on a single-chip FPGA [22]. Jiang et al. used Hermite
transform as a feature extraction algorithm, produced 7 features, and trained a MLP-ANN with these 7 inputs.
They used 14 blocks, each consisting of 4 basic perceptron neurons. This network was as big as a MLP-ANN,
which consists of 56 neurons.

Creating a correctly classified dataset for ANN training is an important issue. Usually, increasing the
size of the ANN will improve the training results while negatively impacting performance in the test phase.
There is a tradeoff between the input training set and the network size; a large ANN and a large amount of
data cannot alone guarantee an efficient network [25].

Fully parallel, fault-tolerant ANN for ECG arrhythmia classifier (FPAAC) classifies heartbeats into 3

categories: normal (N), premature ventricular contraction (PVC), and fusion (F). In this study, a number of
reduced-size ANN are modeled. The training data used for the ANNs were obtained from the preprocessing unit.
This unit used PCA as a feature extractor algorithm, implemented on a computer in the MATLAB environment.
Training of the ANNs was also done in MATLAB and is detailed in Sections 2.1 and 2.2. Preobtained weights
and biases of the network were stored in the associated memory inside the FPGA, detailed in Section 3. Figure
2 shows the interaction between feature extraction and classifier (FPAAC) units and summarizes the whole

process. An Altera Cyclone III EP3C120F780 FPGA chip was used with a clock frequency of 50 MHz [26].

Figure 2. Block diagram of feature extraction and classification units.

2.1. MIT-BIH database

In this work, ECG records from the MIT-BIH arrhythmia database were used. Three kinds of arrhythmia (N,

F, and PVC, seen in Figures 3a-3c, respectively) were chosen from this database, and 4 32-min records of 2-

channel ambulatory ECGs (No: 205, 208, 210, and 213) were used. The records were annotated by cardiologists

to obtain computer-readable reference annotations for each beat on the R peak of the ECG [27].
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Figure 3. Beats: a) normal (N) beats, b) fusion (F) beats, and c) premature ventricular contraction (PVC) beats.

671



Turk J Elec Eng & Comp Sci, Vol.19, No.4, 2011

1 91 181
0.4

0.6

0.8

1.0

1.2

A
m

pl
itu

de
 m

V

Record 205, Class V (71 Beats)

1 91 181
0.6

0.8

1.0

1.2

1.4

1.6
Record 208, Class V (991 Beats)

1 91 181
0.7

0.8

0.9

1.0

1.1

1.2

181 Total Samples

A
m

pl
itu

de
 m

V

Record 210, Class V (154 Beats)

1 91 181

0.6

0.8

1.0

1.2

1.4

1.6

181 Total Samples

Record 213, Class V (212 Beats)

(c) 

Figure 3. Continued.

In the 205, 208, 210, and 213 ECG records from the MIT-BIH database, some beats are not uniform.
To achieve the same average probability in the training dataset, these inconsistent beats were removed from
the ECG records before the ANN learning stage. In this way, MLP learning is better and the test errors are
smaller. Initially, these 4 different records had 756 F, 1477 PVC, and 9221 N beats. After the screening process,
the new dataset covered 749 F, 1422 PVC, and 9188 N beats. The 9188 N beats were larger in quantity than
both the F and PVC beats. This abnormality created an unbalanced data problem, making the learning process
difficult and the network training inefficient. To solve these problems, 80% of the N-class data were removed
at random. In other words, 20% of the N data (1844 N) were used as the N-class dataset. The training data
covered two-thirds of the whole dataset. A total of 4015 beats were used, both in the training and test processes.
The first 749 data entries were from F-class beats, the next 1422 data were from PVC-class beats, and the final
1844 data were from N-class beats. These beats were normalized before PCA was applied. When normalization
was applied to the row data, new normalized data values were bounded between -2 and 2. The normalization
algorithm is given in Table 1.

2.2. Signal processing for feature extraction, principal component analysis (PCA)

PCA is a classical statistical method that is used to reduce the dimensionality of the dataset, and it has been
extensively used in various fields [21]. It reduces a complex dataset to a lower dimension while retaining as much
information as possible to define the original dataset. PCA transforms a large number of correlated features
of the data into a smaller number of uncorrelated features. These uncorrelated features are called principal
components (PCs). PCA identifies patterns in the dataset and expresses the data in terms of similarities and
differences. The first PC is the least correlated one, and the last PC is the most correlated one. A new axis
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system is then created from these PCs with a decreasing order from uncorrelated to correlated. Variability in
this new axis system increases when correlation increases. Therefore, the original dataset can be defined with
a smaller number of uncorrelated PCs. In the PCA method, the variance of the input signal is monitored using
a feature extraction method, and it is defined again in a new axis [20].

Table 1. Normalization algorithm.

for 

         i = 1:size(raw_data,2); %Number of beats in the raw dataset

col_data = raw_data(:,i); 

     mean_col = mean(col_data); %Mean of 181 samples in a beat

     std_col = std(col_data); %Standard deviation of a beat

     norm_data(:,i) = (col_data - mean_col)/(5*std_col); %Normalized dataset

end 

Figure 4 shows how a beat is extracted from the half-hour record and how PCA is applied to each. Every
beat is defined by 181 samples, and these samples are preprocessed in the feature extraction unit. In this work,
after PCA was applied to the raw feature set (181 samples), a new set was obtained with 8 PCs.

   1 2 m

m is number of
beats in a record

n1
P

R

Q S
T

n=181
Samples

Beat

Figure 4. ECG record and beat definition.

PCA converts n-dimensional dataset X to p principal axes (P1, P2, . . Pp ); here, p ≤ n. PCA covers

standard deviation, covariance, eigenvector, and eigenvalue arithmetic calculations using the following formulas.
xm defines a beat, where n is 181 for all beats, but m depends on how many beats exist in a record.

xm = [x (1)m x (2)m . . x (n)m]T (1)

X represents the raw dataset and it is defined by following matrix:

X = [x1 x2 . . xm] (2)

X shows the sample mean, where n is the number of samples in a beat.

X =
1
n

n∑
i=1

(xi) (3)
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P1, P2, . . P8 are obtained from the 8 leading eigenvectors of the C covariance matrix:

Cx =
1
n

n∑
i=1

{(
xi − X

) (
xi − X

)T
}

(4)

From the symmetric covariance matrix, an orthogonal basis can be calculated by finding its eigenvectors Pi and
eigenvalues λi from the following equation:

CxPi = λiPii = 1, 2, . . .8 (5)

λi can be found by the following formula, where I is the identity matrix:

det (Cx − λI) = 0 (6)

2.3. ANN (Artificial Neural Network)

ANNs do not make any prior assumptions, and their predictive models can be quickly constructed with fast
predictions. Moreover, predictions from ANN models are realistic since they are built from real, measured
experimental data [28].

Activation functions play an important role in ANN behavior. The artificial neuron model is identified
by an activation function that forms its output depending on its inputs. In ANN implementations, the most
commonly used activation function is sigmoid, because its smooth response is suitable for training [29]. An
artificial neuron consists of 2 blocks: processing and activation blocks, shown in Figure 5.

w1j

w2j

w3j

wnj

x1

  x2

x3

xn
biasj

Sum
Function

Inputs             Weights

Processing Block

Oj

Activation
Function

Activation Block

Output

netj

Figure 5. Artificial neuron (perceptron) model.

The neurons in the input layer distribute the input signals Xij (input vector) to neurons in the hidden

layers. Each neuron j in the hidden layer sums up its input signals Xi after weighting them with the strengths
of the respective connections Wij (weight vector). The total synaptic input of the activation block, net j , is
given by the summation of the inner product of the input, weight vector, and bias:

netj = biasj +
n∑

i=1

wijxi (7)

The activation block computes neuron output with a dedicated activation function. The output of the activation
function, Oj , is given by Eq. (8) [30], where Φ denotes the activation function of the neuron.

Oj = Φ(netj) (8)
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Total synaptic input, net j , is transformed to output, Oj , via the Φ activation function. In this study, the
sigmoid function was used as the activation function in the hidden layer because of its similar behavior to the
biological neuron. However, in the output neuron, the linear purelin function was used due to the classification
rule given in Eq. (9).

OUT =

⎧⎪⎨
⎪⎩

F, OUT ≤ 1.5
V, 1.5 < OUT ≤ 2.5
N, 2.5 < OUT

(9)

Sigmoid activation function is formulized in Eq. (10), where j defines the number of artificial neurons in the
network and Oj represents the output of the artificial neuron.

Oj =
1

1 + e−netj
(10)

There are many types of ANN models, but MLP is one of the most popular models for solving pattern
classification problems. A basic MLP network is given in Figure 6.

I 
N 
P 
U 
T 
S 

Nth Hidden Ly

 
OUT  

 

1st Hidden Ly
  

yL tuptuOyL tupnI

12N

13N  

jN1  

2NN

3NN

NjN

1ON  

11N  1NN1I

2I

3I

4I

nI

 

Figure 6. Architecture of a basic MLP.

MLPs can be trained using many different learning algorithms [31]. In this study, the most commonly

adopted ANN training algorithm, Levenberg Morquardt (LM) [32], was used to train the MLP. The LM learning
algorithm uses a learning rule to determine the weights of the connections by minimizing the sum of squared
differences between the desired values, Odj , and the actual values, Oj , of the output neuron j by:

E =
1
2

∑
(Odj − Oj)2 (11)

In order to reduce E , each weight wij is updated by adding an increment Δwij until a satisfactorily small

value of E is reached. The learning algorithm gives the change Δwij(k) in the weight of a connection of Nij

artificial neurons at k times, and then the weights are updated by [33]:

wij(k + 1) = wij(k) + Δwij(k + 1) (12)
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3. FPGA-based arrhytmia classifier

In order to reduce the size of the ANN, preprocessing was applied to the raw ECG dataset. If preprocessing
were not applied to the raw dataset, a large amount of data would be used to train the ANN, because each beat

Table 2. Reduced-sized ANNs with learning errors.

Error
Number of Principal Components (PC)

5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

N
um

be
r o

f N
eu

ro
ns

 in
 H

id
de

n 
La

ye
r

2 4.01 2.79 2.84 2.34 2.12 2.37 1.99 2.02 2.04 1.72 1.57 2.04 2.02 2.07 1.77 1.77
3 3.09 3.04 3.71 2.47 2.29 1.99 1.99 2.34 1.99 2.02 1.69 2.02 1.84 1.69 1.87 1.67
4 2.96 2.94 2.64 2.54 2.34 1.82 2.44 2.86 1.77 1.72 2.47 1.79 1.57 2.02 2.12 1.74
5 3.09 2.69 2.67 2.91 2.14 2.12 2.24 1.87 2.02 1.79 1.87 1.64 1.99 2.04 1.92 1.79
6 2.62 2.77 2.64 2.39 2.49 2.37 2.17 2.12 2.24 1.92 1.99 1.69 1.47 1.67 2.04 1.67
7 3.04 2.64 2.29 2.27 2.09 2.17 2.24 1.79 1.97 2.49 1.97 1.87 1.87 1.87 2.22 1.77
8 2.79 2.54 2.44 2.39 2.07 1.82 2.02 2.24 1.59 1.77 1.74 1.84 2.14 2.07 2.39 1.92
9 2.91 3.64 2.52 3.04 2.44 2.47 1.82 2.07 1.89 1.87 2.14 1.97 2.14 1.97 1.77 1.59

10 2.72 2.57 2.54 2.22 2.47 2.47 2.04 2.19 1.69 1.74 1.84 1.99 2.12 1.94 1.74 1.72
11 3.29 2.59 2.79 2.12 2.09 1.92 2.07 1.89 2.17 1.74 1.92 2.09 1.84 1.72 1.87 1.74
12 2.91 2.64 2.27 2.24 2.86 2.14 2.14 1.44 2.12 1.89 1.64 2.04 2.24 1.84 1.74 1.92
13 3.26 2.72 2.74 2.09 2.19 1.94 2.17 2.04 1.99 1.74 1.84 1.67 2.09 1.92 2.07 1.72
14 2.59 2.74 2.59 2.52 2.42 2.32 1.99 2.27 1.84 1.89 1.97 1.84 1.44 2.42 1.99 1.97
15 2.86 2.54 2.49 2.37 2.07 1.92 1.94 2.22 1.77 1.82 1.64 2.07 2.34 1.97 1.94 1.64
16 2.84 2.77 2.74 2.17 2.29 2.04 1.89 2.34 2.52 2.32 1.69 1.89 2.34 2.19 2.12 1.84
17 2.32 3.16 2.96 2.91 1.92 2.27 2.12 1.82 1.87 1.67 2.02 1.77 1.92 1.77 1.72 1.54
18 2.77 2.99 2.64 3.04 2.32 2.32 1.97 2.27 1.87 2.02 2.04 1.74 1.54 1.89 1.89 1.87
19 5.38 2.69 3.19 2.86 2.14 2.44 2.09 2.14 2.74 1.69 2.27 1.52 2.24 1.84 2.12 2.14
20 2.67 2.69 2.69 2.02 2.29 2.32 2.29 1.87 2.19 1.87 2.04 2.02 1.89 2.17 2.07 2.04
21 3.31 2.86 2.59 2.24 2.02 1.82 1.87 1.89 1.97 1.67 1.49 1.92 1.77 1.77 2.32 1.77
22 2.74 2.54 2.34 2.86 2.12 2.22 2.22 1.77 2.17 1.97 1.72 1.79 1.77 1.92 2.29 2.19
23 2.49 2.44 2.74 2.54 2.32 2.42 2.02 2.27 2.44 2.04 2.02 1.59 1.79 1.84 2.04 1.67
24 2.86 2.44 2.27 2.52 2.77 1.84 2.09 2.17 2.04 1.64 1.94 1.59 2.02 1.87 1.92 1.44
25 2.77 2.86 2.59 2.47 2.14 1.72 2.04 1.99 2.27 2.04 2.44 1.82 1.77 1.92 2.04 1.92
26 3.24 2.54 2.42 2.47 1.94 2.02 2.19 1.99 2.22 1.94 1.97 2.44 1.89 1.94 1.64 2.04
27 3.29 2.79 2.42 2.34 2.19 1.87 2.02 2.17 1.89 1.79 1.97 1.72 1.79 1.72 1.99 1.74
28 2.74 2.79 2.34 2.02 1.89 2.02 1.82 1.74 2.04 1.89 1.84 1.99 2.07 1.82 1.92 1.99
29 2.77 2.44 2.34 2.09 2.09 2.39 1.97 2.19 1.94 2.09 1.97 1.92 1.74 1.82 2.04 1.94
30 2.64 2.94 3.61 2.19 1.84 2.49 2.07 1.89 2.07 2.54 2.12 1.89 1.72 2.04 2.07 2.09
31 3.06 2.42 2.52 2.54 2.09 2.07 2.34 1.72 1.72 2.07 1.84 2.24 2.02 2.02 1.79 1.82
32 2.94 3.01 2.49 2.12 2.14 1.97 2.29 1.97 1.79 1.62 1.94 2.24 1.74 1.64 1.79 1.62
33 3.54 2.72 2.44 2.39 2.09 2.22 2.57 2.22 2.57 1.99 2.14 1.59 2.02 1.84 2.22 2.12
34 2.52 2.57 2.52 2.54 2.34 1.77 2.09 1.67 2.02 2.19 2.86 1.89 2.02 1.84 1.62 1.97
35 3.19 2.84 2.62 2.42 2.14 1.99 2.12 2.64 1.92 1.82 1.67 1.74 1.92 1.64 1.82 1.82
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was defined by 181 samples. For example, if there were 2500 beats, there would be more than 450,000 total
samples used just for training. Thus, a basic ANN structure would have 181 input neurons, which would form a
very large network. In this case, the architecture (input, hidden and output layers, and inner connections) and

computational complexity (multipliers, adders, and activation functions) of the ANN would be dramatically

large in terms of area (size of the ANN) and computation time. These kinds of ANNs can be created and run

on supercomputers, but it is still very challenging to use them for real time applications [34].

However, today it is still impossible to create such a large network with a parallel structure inside an
FPGA. To address the size problem, a preprocessing step was used to decrease the size of the data [35]. For this

purpose, PCA was applied to the raw dataset (181 samples) to extract the beat characteristics that would be
used to produce a new, smaller dataset. Using PCA, 544 different ANN architectures were evaluated, as shown
in Table 2.

The FPGA architecture implemented in this study is shown in Figure 7. The FPAAC consists of 8 main
blocks, and some blocks contain inner blocks. The I/O block is connected to a computer over a data acquisition

card in order to get the feature set (PCs) and buffering sequence, and 32-bit single precision floating-point data

(DATA 32) and an 8-bit enable (EN 8) signal are applied to the FPGA chip’s I/O pins [26]. DATA 32 defines
PCs, and EN 8 is used for addressing input registers. MATLAB is used to compute eight 32-bit data for each
beat in the PCA space. A buffer unit saves these 8 PCs in the input registers (I0, I1. . . I7) for every beat at

a time when a beat occurs. A memory unit saves the ANN weights (W0, W1. . .W17) and bias (B0, B1, B2)

values obtained from the training phase. A memory initialization block (Mem Init) controls the memory unit

and initializes the network architecture when the chip is energized. A clock unit with a phase-locked loop (PLL)
unit generates a 100-MHz clock signal from a 50-MHz clock input. All buffering processes inside the FPGA use
100 MHz, while arithmetic units use a 50-MHz clock frequency.
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Figure 7. The FPAAC architecture.
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There are 2 neuron blocks of 8 × 1 in the design. These blocks represent the hidden layer of the FPAAC
and have nonlinear sigmoid activation function blocks. The last neuron block, 2 × 1, uses a linear purelin
activation function and produces the final output result.

A Simulink model of the FPAAC was also designed, and its results were compared with the FPAAC
outputs. Results showed that the FPAAC output numerical values agreed with the Simulink model at up to
5 decimal points. This high precision was due to the 32-bit floating-point numerical definition usage and the
directly implemented sigmoid activation function block’s actual response. Figure 8 shows the FPAAC Simulink
model.

MLP-ANN has simple connections, massively parallel architecture, and regular structure. These proper-
ties of MLP make it preferable in FPGA realization. However, sigmoid activation function implementation in
FPGAs is a challenging task, the most difficult part of this design. Sigmoid function can be implemented using
different techniques, which are Taylor series expansion, polynomial approximation, look-up tables, and direct
or piecewise linear approximation with different error rates [36]. FPAAC uses a directly implemented sigmoid
function with IEEE-754 32-bit floating-point numerical precision. The combination of a directly implemented
sigmoid function and single precision numerical description reduces the approximation error to zero and makes
the network very highly precise. However, the 32-bit directly implemented sigmoid block needs a large-scale
silicon area while giving the actual response of sigmoid function perfectly. Every design has individual re-
quirements and attention may be paid to precision or the silicon area. In this design, we gave importance on
precision, and a very precise network was designed. However, numerical definition and sigmoid function can
be implemented with a small number of hardware resources, using different techniques, when the silicon area
is more important than precision. The direct sigmoid implementation algorithm used in this work is shown in
Figure 9.

4. Results

This work aimed to reduce ANN complexity while keeping the classification error at an acceptable level (2%-

5%). To reduce the number of ANN inputs, PCA was used, and 181 input features were reduced to 5-20 input
features. We created 544 different ANN models, and their training errors were evaluated. The 544 different
ANN combinations were created by 34 different ANN structures that varied in terms of the number of neurons
(2, 3, 4. . . 34, 35) in the hidden layer and 16 different input variable sets in terms of the number of PCs (5, 6,

7. . . 19, 20) (34 × 16 = 544) (Table 2). The error of the network decreased as the size of the network increased.

As shown in Table 2, the smallest ANN (5 × 2 × 1) had an error of 4.01%, while the largest ANN (20 × 35

× 1) had an error of 1.81%. The average error of all created ANNs was 2.17%. A summary of Table 2 is given
in Figure 10.

Based on the results in Table 2, the FPAAC, with a 2.34% classification error, was constructed with 8
principal components as inputs, a hidden layer with 2 neurons, and a single output neuron, using the IEEE-754
32-bit single precision floating-point numerical representation. The error of the implemented ANN architecture
(8 × 2 × 1) was relatively small, near the average error. This is why this size of ANN was created on the
FPGA. In this study, the FPAAC was designed with the Quartus II 9.0 synthesis editor and burnt on a single
FPGA chip (Cyclone III EP3C120F780C7).

Although the classification error of the FPAAC was at an acceptable level, parallel arithmetic process-
ing units and 2 sigmoid activation function blocks require a large number of chip resources due to the usage
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Figure 8. The FPAAC Simulink model.
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Figure 9. Direct implementation of sigmoid algorithm.
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of floating-point numerical representation. This representation was used because of its numerical range and
precision. In this work, we successfully designed and implemented a small ANN with an acceptable error level.
The usage of chip resources in the FPAAC design is given in Table 3. It is clear that the sigmoid activation
function is the most expensive block in terms of chip resource usage. The second most expensive blocks are the
multipliers, and the third most expensive blocks are the adders.

Table 3. Chip resource usage of FPAAC.
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Total logic element usage in the FPAAC is shown in Figure 11a. The FPAAC contains 2 neuron blocks
of 8 × 1, and each of these blocks accounts for 44% usage over total consumption. Figure 11b shows 8 adder
blocks of 8 × 1 neurons using 56% of the logic elements. The total DSP block usage of the FPAAC is given
in Figure 11c. The FPAAC uses 220 DSP elements and each 8 × 1 neuron block uses 47% of the total DSP
blocks. The sigmoid activation function block makes 46% and the 8 multipliers make 57% of the usage of the
DSP elements. The sigmoid activation function block has arithmetic operands that use DSP blocks, such as an
exponentiater, multiplier, and divider. Both the total logic and DSP element usage are parameters in defining
an FPGA chip. The total logic element usage of FPAAC is at an acceptable level, but the total DSP element
usage is relatively high. The FPAAC could be built in a cheaper FPGA by decreasing the total DSP elements.
This design does not use many logic elements, but it does use many DSP elements. Total DSP element usage
could be decreased by using fixed-point numerical definitions and/or a different activation function.

(a) Total logic elements in FPAAC

8x1
44%

8x1
45%

2x1
9%

Mem Init
1%

Clock Man
1%

(c) Total DSP elements in FPAAC

8x1
47%

8x1
47%

Clock Man
0%

Mem Init
0%

2x1
6%

(b) Logic elements in 8x1 neuron

8 x Mult
20%

Sigmoid
19%

8 x Adder
56%

17 x Buffer
5%

(d) DSP elements in 8x1 neuron

8 x Mult
54%

Sigmoid
46%

8 x Adder
0%

17 x Buffer
0%

Figure 11. Chip resource usage of FPACC.

Timing optimization is very critical in real-time applications. The Quartus II synthesis editor gives
functional and behavioral simulation results, which are hardware description language (HDL) scripts and
synthesized hardware responses, respectively. Functional simulation gives the expected results of HDL-coded
functional blocks used in the design. However, behavioral simulation gives the response of synthesized hardware
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ÖZDEMİR, DANIŞMAN: Fully parallel ANN-based arrhythmia classifier...,

inside the FPGA chip. In order to achieve the actual (functional) response with synthesized hardware in the
FPGA, a good timing organization must be established. In this work, a clock manager block synchronizes
the buffers and calculation units (such as multipliers and the nonlinear activation function block) with their
individual response time. Because of timely buffer calculation units driven by a controlled clock, the behavioral
response of the FPAAC was better than that of our previous work [34]. Functional and behavioral simulation
results of the FPAAC are given in Figure 12. It is clearly seen that the behavioral simulation of the FPAAC is
very stable, which is same as its actual response. Numbers of the unwanted transitions in the FPAAC hardware
response were much lower than those of previous hardware. These unwanted transitions may cause false results,
even if 1 bit is buffered wrongly over a 32-bit data-bus (see Figure 12b).

Figure 12. a) The 8 × 2 × 1 MLP-ANN [34] functional simulation results, b) the 8 × 2 × 1 MLP-ANN [34] (hardware

response) behavioral simulation results, c) FPACC functional simulation results, and d) FPAAC (hardware response)

behavioral simulation results.

Differences between functional and behavioral responses, 50-MHz (Clk-50) and 100-MHz (Clk-100) clock
signals and transitions, can be seen in Figure 13 in more detail. Because of the high transition in the behavioral
response of the previous design [34], a wrong calculation occurred, as shown in Figure 13b. The previous work’s

[34] functional responses and FPAAC functional-behavioral responses gave the same result. This means that
FPAAC hardware produces highly precise results as accurate as its functional definitions in real time at a clock
frequency of 50 MHz.
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Figure 13. a) The 8 × 2 × 1 MLP-ANN [34] functional simulation results in detail, b) the 8 × 2 × 1 MLP-ANN

[34] (hardware response) behavioral simulation results in detail, c) FPACC functional simulation results in detail, and

d) FPAAC (hardware response) behavioral simulation results in detail.

In [20], Vargas et al. used PCA, trained different sizes of MLP-ANNs using 14 features, and classified 3

kinds of beats, including PVC arrhythmia. An ANN of 14 × 5 × 1 gives better accuracy (94.09%) than an

ANN of 14 × 15 × 1 (93.76%) [20]. In spite of the fact that the FPAAC uses the same feature extraction

algorithm and classifier method as in [20], the FPAAC gives better results because of the inconsistent removing
process and normalization algorithm. Inconsistent beats have a negative impact on ANN training, and so
removing these beats from the training dataset helps create a correctly classified dataset and improves learning
performance. The normalization algorithm decreases the numerical definition range from [500-1500] to [(-2)-2].
This process increases the effect of the nonlinear sigmoid activation function on ANN accuracy by preventing
saturation of the activation function blocks. No inconsistent removing or normalization is mentioned in [20].

FPAAC accuracy is 97.66% over 3 kinds of arrhythmias, including PVC, with only 3 neurons. This is the
smallest ANN-based PVC arrhythmia classifier in the literature, among both software and hardware models.
In [22], 98.1% accuracy with 56 neurons was reported. The combination of PCA and ANN with the sigmoid
activation function enables the creating of well-learned, small-sized networks. IEEE-754 32-bit floating-point
numerical definition increases numerical precision.
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ÖZDEMİR, DANIŞMAN: Fully parallel ANN-based arrhythmia classifier...,

5. Conclusion

In this work, an ANN-based arrhythmia classifier (FPAAC) was designed and implemented on a single FPGA
chip. An 8 × 2 × 1 fully parallel, fault-tolerant MLP network was trained with a LM learning algorithm and
the network error was at an acceptable level (2.34%). The numerical accuracy of FPAAC is very satisfactory,
and the error of the ANN is very low. The sigmoid activation function is one of the most important parts of this
design. It was realized in FPGA with single precision floating-point numerical representation, and its response
was very smooth. A Simulink model of the FPAAC was also built, and its results agreed with those of the
hardware FPAAC at up to 5 decimal points.

The results show that the sigmoid activation function block uses most of the hardware resources in terms
of DSP elements. The second most expensive component of the FPAAC design is multipliers. In our future work,
we will explore ways to reduce the chip resource usage while keeping the network error rate at an acceptable
level. For this purpose, numerical representation type and activation function block models could be evaluated.
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