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Abstract: Determining the software quality and release time of the software is an important role of software reliability.

Software reliability growth models (SRGMs) are applications of software reliability. The change-point is defined as

the prominent change in the software testing time, in connection with the quality of a software error occurrence or

error-detection phenomenon. As a result, the software reliability growth process, based on the change-point, affects the

precision of the software reliability prediction, based on the SRGMs. To find the accurate total expected delivery cost with

a suitable warranty period of the software system, a new cost model for the software system with the warranty and change-

point phenomenon is proposed in this paper. The entire expected delivery cost and the reliability of the software system

is calculated using the change-point SRGM. The optimal release time is calculated by reducing the overall estimated

delivery cost for various desired reliability levels. Based on the proposed warranty cost model and the reliability of the

software system, we have derived some optimal release policies. Numerical illustrations and interconnected discussed

data are itemized. From the testing outcome, we get software release policies that provide a comprehensive analysis of

software based on the total expected delivery cost with a suitable warranty period, desired level of reliability, and change-

point. Moreover, these policies will be helpful for project managers to decide where to stop the testing for customer

release at the exact time with a suitable warranty period.
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1. Introduction

Computer systems play a vital and indispensable role in our day-to-day lives. Computer hardware as well as
the software forms an entire system. Most of the system can function with the help of a software program.
In the 21st century, we would rarely find any company or service institute functioning exclusively without the
assistance of an implanted software system. This requirement of humanity for software systems has made it
essential to yield a great number of reliable software programs. The level of reliability constraints is very high
for the real-time safety-critical control system software. There are ample realistic illustrations where software
errors have caused striking failures leading to disasters to life and economy.

Recently, a large number of software developers are using an effectual, controlled, and procedurally
designed development of the software process to yield good-quality software. The process of identifying errors
and ridding the software of errors is a very difficult and expensive process. The cost spent on correcting the
faults after the release time results in a higher development cost. In the software testing stage, the testing group
aims to expose and consequently remove the majority of the software faults. Nevertheless, developing error-free
∗Correspondence: princeshree1@gmail.com
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software is not possible due to an inadequacy in cost and time. The delay in the software release may cause
it to be outdated or may cause customer dissatisfaction. There is a possibility of delayed released software to
be antiquated in the market. Hence, every software manager should maintain the balance between the desired
level of reliability and the software release time.

In the software testing and software operational stage, one can predict the software reliability using
a suitable software reliability growth model (SRGM). During the various stages of the software development
process, management should use different optimization techniques. The optimal software release time problem
depends on various components. The optimal testing time is dependent on a variety of factors, such as the skill of
the software developing and testing team, desired level of reliability, warranty period, etc. Many researchers have
studied and developed optimal software release time problems based on different real-life situations. To study
the different software release time problems based on different environments, see [1–10]. The first unconstrained

optimal release time problem was formulated by Okumoto et al. in [11]. The constrained optimal release time

problem optimizes the cost minimization and reliability maximization, developed by Yamada et al. [12]. The

bicriterion optimal release time problem was studied and discussed by Kapur et al. [13]. In [14], Jain et al.
discussed in detail the optimal release time problem, based on the warranty time and warranty cost. Bhaskar
and Kumar [15] studied the 3-version program optimal release policy and discussed various aspects of the release
time.

This paper is systematized as follows. A concise review of an applied SRGM with the change-point for
software reliability is provided in Section 2. In Section 3, we have discussed the warranty cost model for the
change-point software reliability. In Section 4, we have presented the optimal release policies incorporated with
the warranty period, warranty cost, software development cost with a discount rate, software maintenance cost
during the operational phase with a discount rate, and the change-point. In Section 5, we have discussed optimal
release time policies with numerical examples. We conclude the paper in Section 6.

2. The model

2.1. A change-point nonhomogeneous Poisson process model

We can model the total number of software errors up to the period of time t as a discrete random process
{N(t), t ≥ 0} . This discrete random process, N(t), is a nonhomogeneous Poisson process (NHPP) with mean

value function m(t). The mean value function of the discrete random process N(t) is the expected total number

of errors by given time t . In [16], the total number of software errors during the disjoint time intervals is modeled

as a NHPP with the assumptions that the errors are independent and the software failure intensity, λ(t), is
proportional to the residual fault content. The contribution of the NHPP model in the software reliability
modeling plays a very important role. Normally, a NHPP software reliability model is developed choosing
a suitable mean value function, m(t), or a failure intensity function, λ(t). The mathematically elegant and
practical NHPP models are very easy to apply for the given failure dataset to predict the parameters of the
SRGM model and when to terminate the software system testing.

In the literature, most of the SRGMs [2,7,10] have been developed with the assumption that the error
detection function is a constant or a decreasing function, and the failure intensity is a continuous time function.
For illustration, the constant fault detection rate was given by Goel and Okumoto [16]. Furthermore, a
development to provide the debugging method with the learning phenomenon, represented as an increasing
fault detection rate function, was given as a modified G-O model by Yamada et al. [17]. The above 2 models
were developed based on the continuous failure intensity function. As an earlier argument, the testing strategy
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and resource allocation can be dominated by the fault detection rate. In the process of software testing, there is
a chance that for some time moment s the fault detection rate may change. This change in time s is called the
change-point. To provide more realistic SRGMs, we should incorporate this change-point in the development
of the SRGM.

2.2. Applied change-point NHPP model

In the change-point testing environment, we intended to create the following cost model for the software system
using a NHPP SRGM. In general, the occurrence of the error detection rate might not be same and can be
tailored with regard to the changes in the resource allocation, strategy, or testing environment. The error
detection rate of this change-point NHPP (NHPP-CP) at time t is given by [18]:

b (t) =
dm(t)

dt

/
(a − m (t)) =

{
b1 for 0 ≤ t ≤ τ,

b2 for t > τ.
, (1)

where τ is the change-point, a > 0 is the expected number of software errors at the beginning of the test, and
b1, b2 > 0 are the error detection rates before and after the change-point, respectively.

If b1 = b2 = b in Eq. (1), the NHPP-CP model is the same as the G-O model in [16].

Solving Eq. (1) for m (t) gives the following.

m (t) =

{
a

(
1 − e−b1t

)
, for 0 ≤ t ≤ τ,

a
(
1 − e−b1τ−b2(t−τ)

)
, for t > τ.

(2)

λ (t) =
dm (t)

dt
=

{
ab1e

−b1t for 0 ≤ t ≤ τ,

ab2e
−b1τ−b2(t−τ) for > τ.

(3)

3. Warranty cost model

In reality, software reliability estimation is generally not sufficient because there are 2 important risk factors:
the stopping time of the software for release to the customer and the expected total development cost of the
software. Hence, the period of testing and the methods of testing used are the important factors to judge the
quality of the software system. Normally, to provide a more reliable and fault-free software system, we consider a
longer testing time. A longer testing time will result in a higher total development cost of the software, whereas
a shorter testing time will result in a lower total development cost of the software, which causes a greater risk
of the customer purchasing defective software. This results in a higher cost in the operational phase. According
to the software development company’s information, the cost of debugging a fault during the operational phase
is about 20 times higher than that of the testing phase. Hence, to reduce the expected total development cost
of the software, it is important to predict the optimal release time policies for the stopping time of the software.
Many software companies will also have to consider the after-sales support. This will impact the increase in
development cost. This cost is known as the warranty cost. The release time of the software is very important
in the computation of the warranty cost.
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Figure 1. Software reliability growth for the warranty period.

In this paper, we developed a maintenance cost model for the formulation of the optimal release time
problem. The warranty period is also incorporated in this maintenance cost model. The following equation
represents the total expected software maintenance cost C (T ) as given in [19]:

C(T ) = c0 + ct

T∫
0

e−αtdt + Cw(T ), (4)

where c0 is the minimum requirement in the initial testing cost, ct is the testing cost per unit time, T is the
software release time, α is the discount rate of the total software cost, and Cw(T ) is the maintenance cost
during the warranty period.

Assume that the growth of the software reliability exists after the testing stage by correcting the major
errors (see Figure 1). The same growth will also happen in the warranty period. Next, Cw(T ) is defined as:

Cw (T ) = cw

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

T+Tw∫
T

ab1e
−b1tdt for 0 ≤ t ≤ τ,

T+Tw∫
T

ab2e
−b2τ−b1(t−τ)dt for t > τ.

(5)

Here, Tw is the software warranty period and cw is the maintenance cost per fault during the warranty period.

Thus:

C (T ) = c0 + ct

T∫
0

e−αtdt+cw

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

T+Tw∫
T

ab1e
−b1tdt for 0 ≤ t ≤ τ,

T+Tw∫
T

ab2e
−b2τ−b1(t−τ)dt for t > τ.

(6)

C (T ) = c0 + ct

(
1 − e−αt

α

)
− acw

⎧⎪⎪⎨
⎪⎪⎩

b1

(
e−(b1+α)(T+Tw)−e−(b1+α)(T )

(b1+α)

)
for 0 ≤ T ≤ τ,

b2e
−(b1−b2)τ

(
e−(b2+α)(T+Tw )−e−(b2+α)(T )

(b2+α)

)
for T > τ.

(7)
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4. Warranty cost model with the reliability constraint

In this section, to achieve the desired level of software reliability, we developed different levels of optimal release
time polices. These optimal release time policies help the software manger to make a decision about when
to stop the testing time and when to release the software to customers with respect to their desired level of
reliability. From the SRGM [16,20–22], the software reliability function can be defined as the probability that

a software failure does not occur during the time interval (T, T + x] after the total testing time T , i.e. the
release time. The software reliability function is given as follows:

R(x/T ) = exp[−{m(T + x) − m(T )}]. (8)

Substituting Eq. (2) into Eq. (8), we get:

R (x/T ) =

⎧⎨
⎩

exp
{
a

(
e−b1(T+x) − e−b1T

)}
for 0 ≤ T ≤ τ,

exp
{
a

(
e−b1τ−b2(T+x−τ) − e−b1τ−b2(T−τ)

)}
for T > τ.

(9)

That is:

R (x/T ) =

⎧⎨
⎩

exp
{
−e−b1T m1 (x)

}
for 0 ≤ T ≤ τ,

exp
{
−e−b2T+(b2−b1)τm2 (x)

}
for T > τ.

(10)

Here, m1 (x) = a
(
1 − e−b1x

)
and m2 (x) = a

(
1 − e−b2x

)
.

Let R0 be the desired level of reliability. Hence, the optimal release time problem [21] is formulated as:

Minimize C(T )

Subject to R(x/T ) ≥ R0. (11)

4.1. Optimal software release policies: cost minimization

Now we define and derive the problem of the optimal release time policies by minimizing the total expected
software development cost, C(T ).

Optimal release policy 1

The total expected software product cost is given by:

C (T ) = c0 + ct

(
1 − e−αt

α

)
− acw

⎧⎪⎪⎨
⎪⎪⎩

b1

(
e−(b1+α)(T+Tw)−e−(b1+α)T

(b1+α)

)
for 0 ≤ T ≤ τ,

b2e
−(b1−b2)τ

(
e−(b2+α)(T+Tw)−e−(b2+α)T

(b2+α)

)
for T > τ.

(12)

Differentiating Eq. (6) with respect to T and equating to 0, we get:

T = T1 =
1
b1

ln

(
cwab1

(
1 − e−(b1+α)Tw

)
ct

)
(13)

and

T = T2 =
1
b2

ln

(
cwab2e

−(b1−b2)
(
1 − e−(b1+α)Tw

)
ct

)
. (14)
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The second derivative of C(T ) is greater than 0; that is, d2(C(T ))
dT 2

1
> 0.

Hence, C(T ) has a minimum value. Optimum release policy 1 can now be stated as:

P1.1 T ∗ = T1 whenλ(0) > λ(T1) ≥ λ(τ ) and λ(τ ) < λ(T2).

P1.2 T ∗ = T2 whenλ(0) < λ(T1) ≤ λ(τ ) and λ(τ ) > λ(T2).

P1.3 T ∗ = max(T1, T2) whenλ(0) > λ(T1) ≥ λ(τ ) and λ(τ ) > λ(T2).

P1.4 T ∗ = 0 when λ(0) < λ(T1) ≤ λ(τ ) and λ(τ ) < λ(T2).

T ∗ is the optimal release time of the software.

4.2. Optimal software release policies: cost and reliability requirement

Now we derive the optimal release time polices based on the minimization of the software cost with respect to
the desired level of reliability. Consider the relations R(x/T1) = R0 , where TR1 is the optimal release time of

the software with respect to T1 , and R(x/T2) = R0 , where TR2 is the optimum release time with respect to

T2 . Using these relations, R(x/T1) = R0 and R(x/T2) = R0 , in Eq. (6), we can get TR1 and TR2 as:

TR1 =
1
b1

{
ln (m1(x)) − ln ln

(
1

R (x/T1) = R0

)}
(15)

and

TR2 =
1
b1

{
ln (m2(x)) + (b1 − b2) τ − ln ln

(
1

R (x/T2) = R0

)}
. (16)

After getting TR1 and TR2 , we can now derive the following optimal release policies by considering both
the minimization of the total expected software cost and the desired level of the software reliability.

Optimum release policy 2

P2.1 If λ(0) > λ(T1) ≥ λ(τ ) and λ(τ ) < λ(T2) and

R(x/0) > R(x/TR1) = R0 then T ∗ = T1 .

P2.2 If λ(0) > λ(T1) ≥ λ(τ ) and λ(τ ) < λ(T2) and

R(x/0) < R(x/TR1) = R0 then T ∗ = max{T1, TR1} .

P2.3 If λ(0) > λ(T1) ≥ λ(τ ) and λ(τ ) > λ(T2) and

R(x/0) < R(x/TR1) = R0 then T ∗ = max{T1, T2, TR1} .

P2.4 If λ(0) < λ(T1) ≤ λ(τ ) and λ(τ ) > λ(T2) and

R(x/0) > R(x/TR2) = R0 then T ∗ = T2 .

P2.5 If λ(0) < λ(T1) ≤ λ(τ ) and λ(τ ) > λ(T2) and

R(x/0) > R(x/TR2) = R0 then T ∗ = max{T2, TR2} .

P2.6 If λ(0) > λ(T1) ≥ λ(τ ) and λ(τ ) > λ(T2) and

R(x/0) > R(x/TR2) = R0 then T ∗ = max{T1, T2} .

P2.7 If λ(0) > λ(T1) ≥ λ(τ ) and λ(τ ) < λ(T2) and

R(x/0) > R(x/TR2) = R0 then T ∗ = 0.
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5. Numerical illustration

With the help of the J3 dataset given in [23] (see Table 1), we have estimated the parameters of the NHPP-CP

model using the least square method as τ = 15, â = 356.937, b̂1 = 0.071987, and b̂2 = 0.232653. For the

J3 dataset, the NHPP-CP model gives the best fit (see Figure 2). From the above estimated b̂1 and b̂2 , it is
clear that they are significantly different. We also observed that after week 15 of the testing phase, there was
a change in the test procedure.

Table 1. The J3 dataset.

Time Number Cumulative Time Number Cumulative
(in weeks) of failures no. of errors intervals of failures no. of errors
(in weeks) (in weeks)

1 4 4 21 13 272
2 12 16 22 19 291
3 15 31 23 10 301
4 9 40 24 5 306
5 28 68 25 5 311
6 29 97 26 5 316
7 8 105 27 7 323
8 7 112 28 7 330
9 4 116 29 1 331
10 8 124 30 3 334
11 9 133 31 1 335
12 12 145 32 2 337
13 8 153 33 0 337
14 4 157 34 2 339
15 14 171 35 9 348
16 19 190 36 1 349
17 23 213 37 0 349
18 12 225 38 0 349
19 22 247 39 0 349
20 12 259 40 1 350

41 1 351

Figure 2 shows the goodness fit of the observed and estimated cumulative number of software errors. This
gives a good fit and as per our discussion, the change almost agrees with that of [23]. Thus, we may conclude
from Figure 2 that there is a change in the test procedure after week 14 by the plot of the observed failure rate.

Let us consider the following parameter values of the developed cost model. To discuss the impact of the
coefficients on the total expected development cost, let us assume the parameter values for the cost model as
follows:

c0 = 100, ct = 25, cw = 5, â = 356.937, b̂1 = 0.041987, b̂2 = 0.132653, and α = 0.01.

To study the various effects on the total expected development cost based on the coefficient, consider the
parameter value in Eq. (12). From Table 2, a different warranty period with respect to the different testing
time gives the respective expected total cost. Moreover, Table 2 shows that the expected total costs for different
warranty periods increase with respect to the increasing software testing time. The pictorial representation of
the expected total cost for different warranty periods for different periods of testing times is shown in Figure 3,
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and it is noted that the optimal warranty period for the J3 dataset with respect to the assumed cost value is
Tw = 10. Based on the different values of unit testing cost ct with respect to warranty period Tw , we obtained
the optimal release times. Using the above parameter values, the optimal release times for optimal release policy
1 and optimal release policy 2 are shown in Tables 3 and 4, respectively.
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Figure 2. The observed and estimated cumulative number of software errors for the J3 dataset.
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Table 2. The total expected cost for periods of warranty Tw .

TW
T

5 10 15 20 25

5 476.34 519.90 823.79 940.43 1030.38
10 534.08 492.01 802.00 891.95 961.31
15 599.50 487.10 806.09 875.45 928.93
20 743.32 525.85 882.17 904.55 915.51
25 746.18 500.80 814.22 825.19 830.56
30 793.62 506.11 826.96 832.33 834.97
35 860.66 520.20 877.00 879.63 880.92
40 935.17 535.18 943.17 944.46 945.10

(c0 = $100, ct = $25, cw = 5 , â = 356.937, b̂1 = 0.041987, b̂2 = 0.132653, and α = 0.01)

Tables 3 and 4 show that the optimal release time decreases for an increasing unit testing cost ct and
warranty time Tw . This indicates that for a longer warranty period, a longer testing time is needed. Using Eqs.
(15) and (16), it is easy to calculate the optimal release times TR1 and TR2 , respectively, for the various values
of the desired level of reliability R0 and the operational period x . The different values of software reliability
requirement R0 and operational period x provide optimal release time (TR), satisfying Eqs. (10) and (16).
These optimal release times are shown in Table 5 and indicate that the optimal release time increases with a
longer operational period. Figure 4 shows the different software reliability curves for the J3 dataset for different
warranty periods.
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Table 3. Optimal release policy 1.

ct
Tw

5 10 15 20 25

5 34.26 29.03 25.97 0.00 0.00
10 42.97 32.04 28.98 26.81 25.13
15 49.87 33.36 30.11 27.94 26.26
20 54.09 37.58 30.60 28.43 26.75
25 56.90 40.39 30.83 28.67 26.98

Table 4. Optimal release policy 2.

ct
Tw

5 10 15 20 25

5 34.26 29.03 25.97 24.66 24.66
10 42.97 32.04 28.98 26.81 25.13
15 49.87 33.36 30.11 27.94 26.26
20 54.09 37.58 30.60 28.43 26.75
25 56.90 40.39 30.83 28.67 26.98

(c0 = $100, ct = $25, â = 356.937, b̂1 = 0.041987, b̂2 = 0.132653, and α = 0.01)

For optimal release policy 2, the optimal release time decreases for different warranty periods. c0 =

100, cw = 5, Tw = 15, ct = 25, â = 356.937, b̂1 = 0.041987, b̂2 = 0.132653, R0 = 0.9, and α = 0.01 (see Tables 4

and 5).
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Figure 4. Reliability curve for different warranty periods.

Table 5. Optimal release time (TR) for varying values of R0 and x .

R0

x
0.3 0.4 0.5 0.6 0.7 0.8 0.9

5 12.50 13.67 14.87 16.18 17.73 19.74 22.97
10 13.67 14.84 16.04 17.35 18.89 20.91 24.14
15 13.97 15.15 16.35 17.66 19.20 21.22 24.44
20 14.07 15.24 16.44 17.75 19.29 21.31 24.54
25 14.09 15.27 16.47 17.78 19.32 21.34 24.56

(â = 356.937, b̂1 = 0.041987, b̂2 = 0.132653, τ = 15 and α = 0.01)

Figure 5 provides an example for optimal release policy 2 and shows the optimal release time with respect
to reliability requirement R0 . In the case of Tw = 15, ct = 25, we derive T1 = 26.26 (see Table 1).

We have also obtained TR2 = 24.44 (see Table 4) for the values of R0 = 0.9 and x = 15. Thus, we have:

λ(0) = 15, λ(τ ) = λ(10) = 7, T1 = 11.54, T2 = 26.26, λ (T1) = λ (11.54) = 9,

λ (T2) = λ (26.26) = 6.
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Figure 5. Optimal release time problem.

Hence, the obtained values satisfy P2.5 of optimal release policy 2, since λ(0) = 15¿9=λ(T1) > 7 = λ(10) = λ(τ )

and λ(τ ) = λ(10) = 7 > 6 = λ(T2) = λ(26.26)

and R(x = 15/0) = 0 < 0.9 = R0 = R(x = 15/TR2) = R(x = 15/24.44).

Thus, the optimal release time for the J3 dataset for warranty period Tw = 15 is

T ∗ = max{T1, T2, TR} = max{11.54, 26.26, 24.44} = T2 = 26.26 (see Figure 5).

6. Conclusion

In this paper, we have developed a new cost model for software reliability with respect to the change-point and
warranty cost phenomenon. Using this cost model, we have derived 2 optimal release time policies. Optimal
release policy 1 was formulated by minimizing the total expected software cost with respect to the unit testing
cost, discount rate of the total software cost, and maintenance cost during the warranty period. Optimal release
policy 2 was formulated by minimizing the total expected software cost subject to the desired level of software
reliability, with respect to unit testing cost, discount rate of the total software cost, and maintenance cost
during the warranty period. The sensitivity analyses of the optimal release policies were also discussed for the
real software J3 dataset. The numerical example presented in Section 5 showed that the optimal release time
decreases for increasing warranty periods. Using optimal release policy 2, for the values

c0 = 100, cw = 5, Tw = 15, ct = 25, â = 356.937, b̂1 = 0.041987, b̂2 = 0.132653, R0 = 0.9, and α = 0.01,
the optimal release time of the software is given as 26.26 weeks. This result is perfectly matched with the
graphical representation of optimal release policy 2 in Figure 5. Thus, the numerical example supports the
derived optimal release policies. Predicting an accurate optimal release time for the software system with
respect to the change-point, warranty period, and warranty cost is a new technique. This newly developed cost
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model will be suitable for any software manager when choosing the best software economic policy based on
cost, software reliability, warranty period, and change-point. In the future, we will develop a cost model for
imperfect debugging software reliability in regard to the change-point and warranty cost phenomenon.
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