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Abstract: Designing an automated system for classifying DNA microarray data is an extremely challenging problem

because of its high dimension and low amount of sample data. In this paper, a hybrid statistical pattern recognition

algorithm is proposed to reduce the dimensionality and select the predictive genes for the classification of cancer. Colon

cancer gene expression profiles having 62 samples of 2000 genes were used for the experiment. A gene subset of 6 highly

informative genes was selected by the algorithm, which provided a classification accuracy of 93.5%.

Key words: Cancer classification, filters, wrappers, correlation feature selection, sequential backward search, support

vector machines, DNA microarray

1. Introduction

Biomedical informatics is an emerging field applying information technologies in medical care. It is the science

of using system-analytic tools to develop algorithms for the management, process control, decision-making,

and scientific analysis of medical knowledge [1]. It merges the data knowledge and the necessary tools in

the decision-making process. Its focus is mainly on algorithms that are needed to manipulate and acquire

knowledge from the information. This makes biomedical informatics different from other medical disciplines. It

has a wide variety of applications in health care. Clinical decision support systems (CDSSs) are among those

recently developing in the medical domain. The CDSS was built based on 2 approaches, namely rule-based and

machine-learning (ML) algorithms. ML-based systems are more preferred than interactive rule-based systems

because they gain knowledge from the data. These systems are pervasive over a range of medical areas, such as

cancer or dermatology.

Cancer is a group of diseases in which the cells in the body grow, change, and multiply out of control

[2]. Cancer detection using DNA microarrays has become a significant area of research. The classifications of

different tumor types are more important in diagnosis and drug discovery because only the malignant tumors are

cancerous. Conventional cancer classification methods based on clinical methods are reported to have several

limitations [3] in their diagnostic ability. Specifications of therapies according to tumor types differentiated

by pathogenic patterns may maximize the efficacy of the patients [4–11]. The recent advent of microarray
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technology has allowed the simultaneous monitoring of thousands of genes, which accelerated the development

of cancer classification using gene expression data [12–14].

Successful microarray classification using ML algorithms is an extremely challenging task because of its

high dimensionality (usually having thousands to tens of thousands of genes) and very small data set size (less

than 100), and most genes are not related to cancer classification. Predictive accuracy is an important criterion

for these algorithms. Biologists are more interested in classifiers not only giving high accuracy but also providing

biological relevancy, which helps them to discover new drugs, achieve effective management of the disease, and

reduce the toxicity among patients. Recent research [15] has shown that a small number of genes are enough

for an accurate diagnosis of most diseases, even though the number of genes varies greatly between different

diseases. These genes are the marker, predictive, candidate, or highly informative genes. Using a small set of

genes for classification gives better diagnostic accuracy. Moreover, it provides an opportunity to analyze the

nature of the disease further and the genetic mechanisms responsible for it.

Dimensionality reduction techniques play an important role in identifying predictive genes from gene

expression data. Feature selection, which is one among them, selects a good subset of genes from the gene

expression set. It follows 2 approaches for selecting a feature subset, namely neural networks and statistical

pattern recognition (SPR) techniques [16]. SPR techniques yield optimum or suboptimum solutions based

on their search criteria. SPR algorithms follow the filter approach if they select a gene subset based on a

discriminating factor independent of the learning algorithm. SPR algorithms follow the wrapper approach if

they use the learning algorithms for the subset selection. Filters have high computational competence. Wrappers

give high predictive accuracy. To combine the advantages of both methods, hybrid algorithms are of recent

research interest.

In this paper, we propose a hybrid SPR algorithm that combines a correlation feature selection (CFS)

with ranking and sequential backward selection (SBS) using support vector machines (SVMs) to select predictive

genes from gene expression data. A colon cancer microarray gene expression data set was used to experiment

with the algorithm. The rest of this paper is structured as follows. Section 2 explains the hybrid SPR algorithm

and Section 3 gives the results obtained. The concluding remarks are given in Section 4 to discuss further

research issues.

2. Hybrid SPR algorithm

The hybrid SPR algorithm is a greedy algorithm. It follows the divide-and-conquer approach with the search

criterion of a constrained search. The algorithm combines filters and wrappers to select candidate genes. CFS,

with a ranking of the genes by the SVM, acts as a filter to remove redundant and irrelevant genes. SBS with

SVM acts as a wrapper to select the set of genes with high predictive accuracy and biological relevancy. The

aim of this algorithm is to achieve a minimum gene subset with highly informative genes. The stages in the

algorithm are shown in Figure 1.

2.1. Algorithm

Input: Full training set FT containing all of the genes.

Output: Feature subset Fs containing predictive genes.

Step 1: Select a subset FC from FT using the CFS method.

Step 2: Rank the genes in set FC using SVM by calculating the square of the weights of the genes.
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Figure 1. Stages in the hybrid SPR algorithm.

Step 3: Push the genes into a stack S according to their ranks in ascending order, such that the genes

with the lowest rank will be in the top of the stack.

Step 4: Compute the classification accuracy Ag for the genes in S using SVM.

Step 5: (While n ≥ 3) do steps 6–8, where n is the total number of genes in S.

Step 6: POP n/3 genes from stack S and PUSH them into the stack T.

Step 7: Compute the classification accuracy A l for the genes in S using SVM.

Step 8: If (A l < Ag), then PUSH genes from T to S. Exit else, update n as n = number of genes in

stack S, Ag = A l , and empty stack T.

Step 9: End while.

Step 10: POP genes in S to set FS .

Step 11: End.

Initially, the correlation coefficients for all of the genes are computed using Eq. (1), where C is the

correlation between the summed feature subsets and the class variable, n is the number of subset features,

kac is the average of the correlations between the subset features and the class variable, and kai is the

average intercorrelation between the subset features. Gene subsets FC having a high-class correlation and

low intercorrelation are selected.
C = (nkac)/(

√
(n+ n(n− 1)kai)) (1)

Next, the weight of every gene w(t)in FC is calculated from Eq. (2), where xi (t) is the value of the tth gene

of the ith sample:

W (t) =
∑
SV s

yiaixi(t). (2)

Genes are ranked by the square of the weight assigned by the SVM. The parameters used for ranking the genes

using the SVM are C = 1.0, epsilon = 1.0E-25, and tolerance parameter = 1.0E-10. Finally, SBS with the

SVM is used to select the candidate gene subset FS from FC .

The algorithm is an appropriate mix of filters and wrappers for selecting the required gene subset. There

are redundant and irrelevant genes in the data set. CFS [17] selects genes having high class-correlation and

low intercorrelation. Intercorrelated genes are redundant in nature. Hence, CFS acts as a redundancy filter

to eliminate redundant genes. The selected gene subset still contains irrelevant genes. To identify them, gene

ranking with SVM is done. Gene ranking acts as an irrelevancy filter. SBS with the SVM is then used to select

the required predictive gene subset. SVM is a class of learning algorithms that are based on the principle of

structural risk minimization (SRM) and have a number of advanced properties, including the ability to handle
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a large feature space, effective avoidance of over fitting, and information condensing for the given data set [18].

SBS [19] starts with a full set of genes and sequentially removes the gene with the least importance to locate a

better subset. SBS works best when the feature set has a large number of features. Only 1 feature is usually

removed in SBS at each step. Since the data are high-dimensional, the SBS algorithm is modified to remove

one-third of the genes at each step. Furthermore, SBS has no backtracking option. In this algorithm, in the

final stage (Step 8), if the local accuracy becomes lower than the global accuracy, then backtracking is done to

avoid eliminating useful genes. For the reason stated above, SBS with the SVM acts as an effective wrapper

combination.

3. Results

Experiments were conducted in WEKA [20] with 10-fold cross-validation. Ten-fold cross-validation was proven

to be statistically good enough in evaluating the performance of the classifier [21].

3.1. Data set description

The colon cancer data set [22] consisting of broad patterns of gene expressions revealed by a clustering analysis

of tumor and normal colon epithelial tissues probed by the Affymetrix oligonucleotide array was used in the

experiment. The cancer biopsies were collected from tumors, and the normal biopsies were collected from

healthy parts of the colons of the same patients. Table 1 gives details of the colon cancer data set.

Table 1. Colon cancer data set.

Total no. of samples No. of genes
Class-wise samples
Tumor Normal

62 2000 40 22

3.2. Predictive gene selection

From 2000 genes, after removing the redundant genes using correlation coefficients, CFS selected a subset of 26

genes. These genes were ranked by the SVM and pushed into a stack in such a way the genes with the least

rank will be on the top of the stack. Using SBS with the SVM, informative genes were selected from the gene

subset in the stack. The main parameter values used for the SVM classifier are reported in Table 2.

Table 2. Parameter values used for the SVM classifier.

C Epsilon Exponent Cache size T CV
1.0 1.0E-12 1.0 250,007 0.0010 10

Table 3 shows the GenBank accession numbers (GANs) and the description of the predictive gene subset

selected by the hybrid SPR algorithm having biological relevance to colon cancer.

Table 3. GANs and descriptions of the predictive genes selected by the hybrid SPR algorithm.

GAN Description
M63391 Homo sapiens desmin gene
Z50753 Homo sapiens mRNA for GCAP-II/Uroguanylin precursor
M76378 Homo sapiens cysteine rich protein (CRP) gene, exons 5,6
J02854 Human 20-kDa myosin light chain mRNA
H08393 NiB Homo sapiens cDNA clone image: mRNA sequence
D14812 Homo sapiens KiAA0026 mRNA
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A number of studies available in the literature have identified the genes selected by our algorithm as

biomarkers relevant to colon cancer. For instance, the M63391 desmin gene, which encodes a muscle-specific class

III intermediate filament, has been discovered to be downregulated in colon cancer [23]. This has been verified

by biological experiments [24]. In adult striated muscle, they form a fibrous network connecting myofibrils to

each other and the plasma membrane [25]. The Z50753, M76378, and J02854 genes are among the genes in a

subset selected in [26] having a high classification accuracy. The association between the M76378 CRP gene

and colon cancer was mentioned in [27]. The H08393 gene was found to be the biomarker for accessing colon

cancer [28]. The M76378 and H08393 genes were selected as the informative genes for colon cancer in [29]. The

D14812 gene was among the top-ranked genes in the experiments conducted by the authors in [30,31].

Figure 2 summarizes the storage space utilized by the data set: the model build time, accuracy, mean

absolute and root mean squared error, and area under the receiver operating characteristic curve (AUC) for the

colon cancer data set before and after the application of the hybrid SPR algorithm.

Storage 

space 

(Mb)

Model bui

ld 

time (s)

Accuracy

Mean 

absolute 

error

Root 

mean 

squared 

error

AUC

All 1.13 1.01 0.85 0.1452 0.381 0.836

Six genes 0.016 0.2 0.94 0.0645 0.254 0.919

0

0.2

0.4

0.6

0.8

1

1.2

Figure 2. Empirical comparison before and after hybrid SPR algorithm.

Even though the SVM gives good classification accuracy with high-dimensional data, the computational

cost, learning time, predictive ability, and memory requirements will be greater because of the curse of dimen-

sionality. Its generalization ability can be improved by gene selection. This can be proven by the empirical

comparison of the results in Figure 2. The results imply that storage space, model building time, mean absolute

error and root mean squared error decrease, and the accuracy and AUC increase after gene subset selection

by the hybrid SPR algorithm. Though 6 genes were selected from a group of 2000 genes, the small subset

selected by our algorithm contains significant characteristics of the data domain. It yields a better classification

performance and is biologically relevant to colon cancer.

3.3. Cancer classification

The data-mining algorithms Simple Cart, radial basis function (RBF) network, näıve Bayes, and J48 were used

to classify the colon cancer data set with all of the genes (2000) and with the optimum gene subset (6) selected

by the proposed algorithm. Figure 3 shows the results for data-mining algorithms with 2000 genes. Figure 4

shows the results for data-mining algorithms with the 6 candidate genes selected by the hybrid SPR algorithm.

The comparison of the results shows that the gene subset selected by the algorithm improves the predictive

accuracy of all of the data-mining algorithms used for classification. The time taken to build the model and the

error rate has been decreased to a great extent with the selected gene subset.
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Simple Cart RBF network Naïve bayes J48

Model build time (s) 2.77 0.81 0.11 0.45

Accuracy 0.71 0.79 0.61 0.84

Mean absolute error 0.3692 0.2332 0.3871 0.1736

Root mean squared error 0.4531 0.4532 0.6222 0.3951

0
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1

1.5

2

2.5

3

Model build time (s) Accuracy

Mean absolute error Root mean squared error

Figure 3. Colon data classification for 4 data-mining algorithms with 2000 genes.

Simple Cart RBF network Naïve bayes J48

Model build time (s) 0.05 0.03 0.01 0.03

Accuracy 0.95 0.9 0.93 0.97

Mean absolute error 0.0888 0.1738 0.0732 0.0614

Root mean squared error 0.2107 0.2955 0.2648 0.1753

0
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Figure 4. Colon data classification for 4 data-mining algorithms with 6 genes.

3.4. Related work

Classification accuracies of the hybrid SPR algorithm and some studies from the literature of colon cancer data

sets are summarized in Table 4. In [32], a locally linear embedding method was used for selecting informative

genes. The authors selected 50 genes and obtained a classification accuracy of 85%. In [33], the evolutionary

algorithm was used for selecting 50 candidate genes. The accuracy obtained was 75.8%. In [34], the authors

used feature selection techniques, namely relief-F, which selected 4 genes, and CFS, which selected 26 genes,

with a classification accuracy of 85.4% and 88.7%, respectively. In [35], for 6 predictive genes, an accuracy of

83.9% was obtained using random forest, and for a geometric representation-based classification algorithm, the

accuracy was 87.1%. In [29], clustering and rough sets attribute reduction selected 6 genes. For the k-nearest

neighbor (k-NN) algorithm, the accuracy was 79%, for näıve Bayes it was 82.2%, and for C5.0 it was 90.3%.

In [36], the authors used hybrid gene selection algorithms and selected 3 marker genes yielding an accuracy of

92.0%. With feature selection using t-statistics, the authors selected 10 genes [37]. For the SVM-RBF method,

the accuracy obtained was 85.4%.

In [38], the authors applied the breadth-first heuristic search algorithm based on a neighborhood rough

set and obtained a gene subset of 6 genes with a classification accuracy of 85%. Ding and Peng [39] proposed

a minimum redundancy-maximum relevancy (MRMR) method for gene selection. For 20 genes, they obtained

a classification accuracy of 91.9%. In [40], the authors used normalized mutual information with the greedy

method for gene selection. They presented an entropy-based iterative algorithm for selecting genes. They

reported a classification accuracy of 91.9% for 9 genes. In [41], the authors used an adaptive neuro fuzzy
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inference system (ANFIS) model for the classification of microarray data. They used information gain (IG) and

signal-to-noise ratio (SNR) for gene selection. With these, they reported a classification accuracy of 93.5% and

90.3%, respectively, for 4 genes. In [42], using the based Bayes error filter (BBF) for the k-NN algorithm, for a

gene subset of 12 genes, the authors obtained a classification accuracy of 90.3%.

Table 4. Performance comparison of our method with other approaches for colon data.

Algorithm No. of genes Accuracy (%)
Locally linear embedding, SVM-RBF [32] 50 65.0
Evolutionary algorithm [33] 50 75.8
Relief [34] 4 85.4
CFS [34] 26 88.7
Random forest [35] 6 83.9
Geometric representation-based classification algorithm [35] 6 87.1
Clustering and rough set attribute reduction k-NN [29] 6 79.0
Clustering and rough set attribute reduction näıve Bayes [29] 6 82.2
Clustering and rough set attribute reduction C5.0 [29] 6 90.3
HykGene rgk-NNs, SVMs, C4.5, näıve Bayes [36] 3 92.0
SVM-RBF [37] 10 85.4
Breadth-first heuristic search algorithm based on a neighborhood
rough set [38] 6 85.0
MRMR [39] 20 91.9
Greedy [40] 9 91.9
ANFIS-SNR [41] 4 90.3
ANFIS-IG [41] 4 93.5
BBF [42] 12 90.3
Our method, the hybrid SPR algorithm 6 93.5

4. Conclusion

Cancer research is one of the major research areas in the medical field. The prediction of different tumor types

has great value in providing better treatment and toxicity minimization for the patients. The role of microarray

gene expressions in cancer diagnosis is very significant. Accurate classification from the DNA microarray is a

difficult task because of its high dimensionality and low sample data. In this paper, a hybrid SPR gene selection

algorithm has been proposed to reduce the dimensionality of the data set and select predictive genes of biological

relevance for effective cancer classification. This algorithm is a combination of filters and wrappers. In this

algorithm, a SVM is used to rank the subset of genes selected by the CFS method. SBS with the SVM is then

used to select the predictive genes from the gene subset. Gene ranking by the SVM and CFS acts as a filter,

and SBS with the SVM acts as a wrapper to select the optimal candidate genes. The algorithm was used in

experiments on colon cancer gene data having 62 samples of 2000 genes. The algorithm yielded an informative

gene subset of 6 genes and an accuracy of 93.5%. The data-mining algorithms Simple Cart, RBF network,

näıve Bayes, and J48 were used to classify the colon cancer with marker genes selected by the algorithm. The

gene subset improved the predictive accuracy of all of the classifiers. In this work, the algorithm was used in

experiments on a colon cancer data set. In the future, this algorithm will be used in experiments on various

gene expression data sets, which will provide a broader experimental evaluation and further improvement of the

algorithm.
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