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Abstract: As process technology scales down, leakage power consumption becomes comparable to dynamic power

consumption. The drowsy cache technique is known as one of the most popular techniques for reducing the leakage

power consumption in the data cache. However, the drowsy cache is reported to degrade the processor performance

significantly. In this paper, to maintain the performance of the processor with the drowsy cache technique, we propose

an early wakeup technique, which predicts the next cache line to be requested by utilizing the way-prediction information.

The proposed technique efficiently reduces the number of accesses to the cache lines in drowsy mode. Our simulation

results show that the proposed technique reduces the extra delay due to the drowsy cache scheme by 29.6%, on average.
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1. Introduction

As more computing power of a processor is needed, the power dissipation in the processor inevitably increases.

For this reason, reducing power dissipation in the processor becomes one of the most important design consid-

erations. Among the computer components, the cache is reported to take account of a significant fraction of the

total processor power consumption. Thus, the power efficiency of the cache should be carefully considered. In

the past, dynamic power consumption was larger than leakage power consumption. However, the leakage power

consumption becomes comparable to the dynamic power consumption as the number of transistors employed

in a processor increases. To reduce the leakage power consumption of the caches, various techniques have been

proposed [1–3]. Powell et al. proposed the gated-Vdd [1], a circuit-level technique to gate the supply voltage,

resulting in reduced leakage power in unused memory cells. Cache decay [2] reduces the leakage power con-

sumption by invalidating and turning off the cache lines when they hold data that are not likely to be reused,

based on the gated-Vdd technique. As described in [2], after the cache line is turned off, the data stored in that

cache line cannot be reused. Therefore, when the processor needs the cache line that has been turned off, it

has to be fetched from the lower-level cache or the memory, resulting in significant performance degradation.

The drowsy cache scheme [3], which reduces the leakage power consumption with a multilevel supply voltage,

is reported to be one of the most efficient leakage power reduction techniques. Each cache line has 2 modes in

the drowsy cache scheme: normal mode and drowsy mode. The supply voltage for drowsy mode is lower than

that for normal mode to save the leakage power consumption. The drowsy cache technique changes the mode

of the cache line that has not been used frequently into low power consumption mode (drowsy mode) instead of
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turning off the cache line. Contrary to the cache decay technique, when the data stored in the cache line in the

drowsy mode is accessed, it just requires extra cycle(s) to wake up the cache line. The wakeup means that the

cache line is changed to normal mode from drowsy mode. The drowsy technique shows better performance than

the decay technique, because there is no need to fetch the data from the lower-level memory when the data in

the cache line in the drowsy mode are required. However, the extra cycle still degrades the performance.

Several research groups have focused on the drowsy cache [4–7]. Research dealing with the drowsy cache

has mainly focused on the energy reduction, while this work focuses on the performance improvement of the

drowsy cache by reducing the extra cycles to wake up the drowsy cache lines. For instruction caches, a wakeup

prediction technique based on branch prediction was proposed [6], which is not applicable to data caches. The

improved drowsy (ID) technique, which determines the states of cache lines based on the locality, was proposed

to improve the efficiency of the drowsy instruction cache [7]. The ID technique also cannot be applied to the

drowsy data cache because the locality of the data cache is worse than that of the instruction cache. For data

caches, our previous work [8] was the first technique for wakeup predictions. In this work, we elaborate our

previous scheme more clearly to apply it to the up-to-date hierarchical memory system and show more accurate

simulation results.

In this paper, we present a next line prediction technique, called early wakeup, to alleviate the perfor-

mance degradation in the drowsy cache scheme. By applying the proposed early wakeup technique, the next

expected cache line in the drowsy mode is woken up before the cache line is accessed, leading to a performance

improvement compared to the conventional drowsy cache technique.

2. Early wakeup technique

In the conventional drowsy cache scheme [3], each cache line has 2 modes: one is a low power mode, also called

the drowsy mode, and the other is a normal mode. Leakage power consumption can be reduced significantly by

using the drowsy mode. In other words, when the cache line is not expected to be used in the near future, the

supply voltage of the cache line is reduced to a lower value, typically close to the threshold voltage, leading to

lower leakage power. In normal mode with nominal voltage, the cache line operates the same as in a conventional

cache. In drowsy mode, however, the cache line cannot be accessed even though data are retained. After being

awakened, the cache line can be accessed. Therefore, when the cache line in the drowsy mode is requested by

the processor core, the drowsy cache scheme requires extra cycle(s) for waking up the cache line, resulting in

performance degradation. It also causes an increase of power consumption in the processor due to increased

execution time. If the cache line in the drowsy mode can be woken up prior to the access from the processor

core, the extra cycle to wake up the cache line can be removed. For this reason, we propose an early wakeup

technique that can wake up the cache line in the drowsy mode before the access to that line.

The proposed early wakeup technique is based on a program counter (PC)-based way-prediction technique

[9] that was originally proposed to reduce the dynamic power dissipation in the set-associative cache architecture.

Way-prediction techniques can be categorized into 2 groups: PC-based way-prediction schemes and XOR-based

way-prediction schemes. PC-based schemes look up a prediction table using a PC. The prediction table contains

the predicted way information, indexed by the PC, and the information is updated based on the execution history

[9]. Unlike the PC-based scheme, the XOR-based way-prediction scheme accesses the prediction table using the

XOR value of the source register and offset [9]. Figure 1 shows an overview of the PC-based and XOR-based

way-prediction schemes, and, as depicted, the PC-based scheme can provide the prediction information earlier

than the XOR-based scheme. Moreover, the PC-based scheme is simpler than the XOR-based scheme from
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the perspective of hardware complexity. Therefore, the proposed early wakeup technique utilizes the PC-based

way-prediction scheme to determine the cache line to wake up before the actual cache access.
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Figure 1. An overview of the way prediction schemes.

Each entry of the prediction table in the proposed early wakeup method is composed of a set index field

and way-number field, as shown in Figure 2. The length of a set index field is the same as the bit length of the

L1 data cache index field. The length of a way-number field corresponds to the logarithm value of the number of

ways. When a cache block is accessed in the L1 data cache, the corresponding entry (set index and way-number)

in the prediction table is updated. Thus, the prediction table includes the L1 cache access information based

on the PC. Our scheme mainly relies on the fact that the same data block is accessed repeatedly when the

applications are executed. Previous studies have shown that such data locality is prevalent due to common code

patterns [10].

Set Index Way-Number 

Figure 2. An entry of the prediction table.

Figure 3 shows the pipeline structure, including the proposed early wakeup scheme. When an instruction

is fetched in the fetch stage, the prediction table is also accessed with the same PC. The corresponding entry

(set index and way-number) in the prediction table is known in the decode stage, and changing the state of the

cache line from drowsy mode to normal mode usually takes 1–2 cycles [3]. Therefore, if the fetched instruction

is a load/store instruction requiring the data cache access and the access to the prediction table turns out to

be a hit, the data cache line related to the selected table entry can be activated after 2–3 cycles from the end

of the fetch stage. In a case where there is just one stage between fetch and mem, the proposed technique has

no performance gain compared to the conventional drowsy cache. The proposed technique can provide better

performance compared to the conventional drowsy cache if the number of stages between fetch and mem is

larger than one, even though it cannot provide a full performance gain. The proposed technique can have a full

performance gain if the number of cycles required to change the state of the cache line from drowsy mode to

normal mode is n and the number of stages between fetch and mem is n + 1 or more. For example, if there
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are only 2 stages between fetch and mem, the proposed technique cannot have a full performance gain but can

have better performance than the conventional drowsy cache in a case where the number of cycles required to

change the state of the cache line from drowsy mode to normal mode is 2, and it can have a full performance

gain if the number of cycles to change the state is 1. In recent commercial processors from Intel, AMD, or even

ARM, the number of cycles between the fetch stage and mem stage is larger than 3 cycles [11–14]. Therefore,

the proposed early wakeup technique enables waking up the cache line in the drowsy mode prior to the actual

cache access (mem stage), leading to reduced extra delay in the drowsy cache scheme.
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Figure 3. Pipeline structure for the early wakeup.

The prediction accuracy of the prediction table is an important factor for the efficiency of the proposed

technique, because wakeup misprediction of the cache line causes power overhead. The prediction accuracy is

dependent on the data locality and the number of entries in the prediction table. We expect that the data

locality is high, since the data are likely to be accessed repeatedly. The optimal number of entries in the

prediction table can be found based on the detailed simulations.

As shown in the advanced circuit technique for the drowsy cache (Figure 4), the wakeup can be done by

increasing the supply voltage [3,15]. Therefore, the proposed wakeup does not require the activation of bitline

or wordline in the memory, resulting in an acceptable overhead. In the proposed architecture, the access for

the wakeup and the access for the read/write can be processed in parallel by appending a 1-bit wakeup signal,

1-address decoder inside of the data cache, and 1-address port for the wakeup request.
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Figure 4. Implementation of the super drowsy cache line.
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The mechanism of the proposed early wakeup technique can be summarized as follows: when an instruc-

tion is fetched, the prediction table is accessed using the PC. In a case where the fetched instruction is not

a load/store instruction or the access to the prediction table turns out to be a miss, there is no operational

difference between the proposed architecture and the conventional drowsy cache architecture. Otherwise (the

fetched instruction is a load/store instruction and the access to the prediction table turns out to be a hit), the

wakeup can be processed using the information (predicted set index and predicted way) from the corresponding

entry of the prediction table, as shown in Figure 5, resulting in reduced performance degradation in the drowsy

cache architecture.
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Figure 5. An overview of the proposed early wakeup technique.

3. Experiments

In order to evaluate the efficiency of the proposed early wakeup technique, we use the modified Wattch simulator

[16]. The processor and memory configuration parameters used in this simulation are shown in the Table. We

choose 20 applications from the SPEC CPU2000. The number of prediction table entries applied to the proposed

scheme is varied to find the optimal number of entries.

Table. System configuration parameters.

Parameter Value
CPU 2 issues per cycle
L1 I-cache 32 KB, 2-way, 32-byte block, 1-cycle latency
L1 D-cache 32 KB, 2-way, 32-byte block, 1-cycle latency
L2 cache Unified, 4-way, 256 KB, 64-byte block, 8-cycle latency
Memory 64-cycle latency
Instruction translation lookaside buffer (TLB) 16 entries
Data TLB 32 entries
Prediction table 1024, 512, 256, 128, and 64 entries
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Figure 6 shows the normalized number of accesses to the cache lines in the drowsy mode. In the graph,

drowsy represents the conventional drowsy cache scheme, where 1024, 512, 256, 128, and 64 denote the proposed

early wakeup cache scheme with 1024, 512, 256, 128, and 64 prediction table entries, respectively. As shown

in the graph, the proposed early wakeup technique reduces the number of accesses to the cache lines in the

drowsy mode compared to the conventional drowsy cache scheme by waking up the cache lines in the drowsy

mode prior to the actual cache accesses, resulting in reduced extra cycles due to the drowsy cache scheme. On

average, it reduces the number of accesses to the cache lines in the drowsy mode by 37.1% (1024 entries), 34.5%

(512 entries), 30.6% (256 entries), 25.5% (128 entries), and 20.4% (64 entries). As the number of accesses to the

cache lines in the drowsy mode is reduced, the performance is expected to be improved due to reduced extra

cycles.
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Figure 6. Normalized number of accesses to the cache lines in the drowsy mode (%).

In most benchmark applications, the number of prediction table entries is strongly correlated to the

reduced number of accesses to the cache lines in the drowsy mode. As the number of prediction table

entries increases, the number of accesses to the cache lines in the drowsy mode is reduced. However, in some

applications, such as galgel, lucas, gzip, mcf, and art, where the data locality is high, the number of accesses to

the cache lines in the drowsy mode is saturated.

Figure 7 shows the relative performance degradation compared to the processor without the drowsy

cache technique. In all simulated applications, the proposed architecture with 1024 prediction table entries

shows less performance degradation (0.07%–2.39%) than the conventional drowsy cache architecture (0.11%–

4.59%). Moreover, the proposed technique shows little performance degradation (less than 1.5%) in most of the

applications, while it reduces the leakage energy consumption significantly, leading to improved energy-delay

efficiency.

Figure 8 shows the cache line rates in the drowsy mode. The average cache line rates in the drowsy mode

of the proposed early wakeup cache scheme with 64 entries, 128 entries, 256 entries, 512 entries, and 1024 entries

are 88.53%, 87.92%, 87.36%, 87.11%, and 87.14%, respectively. The average rate of the cache lines in the drowsy

mode of the conventional drowsy cache scheme is 89.80%. As the number of prediction table entries increases,

the cache line rates in the drowsy mode decrease, because a larger number of prediction table entries leads to

more early wakeups. In some applications, the cache line rate in the drowsy mode with a small-size prediction

table is higher than that with a large-size prediction table. This is caused by mispredictions in the prediction

table. In the proposed scheme, on average, more than 87% of all of the cache lines are not activated during
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the cache access since they are in the drowsy mode. Therefore, we can notice that the proposed early wakeup

scheme reduces the leakage power consumption in the cache as much as the conventional drowsy cache scheme.

Moreover, the proposed early wakeup scheme can improve the performance compared to the conventional drowsy

cache scheme by reducing the number of accesses to the cache lines in the drowsy mode.
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Figure 7. Performance degradation due to the wakeup delay (%).
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Figure 8. Cache line rates in the drowsy mode (%).

The area overhead for the proposed technique is the prediction table and the logic for the wakeup access,

such as the 1-bit wakeup signal, 1-address decoder inside of the data cache, and 1-address port for the wakeup

request. The energy overhead due to the proposed technique is depicted in Figure 9. In the graph, we assume

that the L1 data cache energy consumption can amount to 15% of the total processor energy consumption [17].

In the graph, the vertical axis denotes the increased energy consumption in the processor due to the proposed

technique compared to the processor with the conventional drowsy data cache. As the size of the prediction

table increases, the dynamic energy consumption in the prediction table increases, resulting in increased energy

consumption in the processor (0.1% with a 64-entry prediction table, 0.32% with a 1024-entry prediction table).

We believe that the area/energy overhead caused by the proposed technique is acceptable considering the

reduced extra delay (29.6%) in the drowsy data cache.
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Figure 9. Energy overhead of the proposed technique (%) (increased energy consumption rate in the processor).

4. Conclusions

To reduce the performance degradation in the conventional drowsy cache scheme, we proposed an early wakeup

technique to reduce the extra delay due to the accesses to the cache lines in the drowsy mode. By waking up the

cache lines in the drowsy mode prior to the actual access based on the prediction mechanism, the extra delay

due to the drowsy cache scheme can be reduced significantly. Simulation results show that the proposed early

wakeup technique reduces 20.4% (64 entries) to 37.1% (1024 entries) of the extra cycles caused by waking up the

cache lines in the drowsy mode compared to the conventional drowsy cache scheme. Moreover, in the proposed

early wakeup scheme, the cache line rate in the drowsy mode is 87.14% (1024 entries) to 88.53% (64 entries),

which is comparable to the conventional drowsy cache scheme rate (89.80%). In other words, the proposed

cache scheme reduces the leakage power consumption as much as the conventional drowsy cache scheme.
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