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Abstract: Thermal control and monitoring is one of the most important factors in the design of satellite systems.

An appropriate thermal design should make sure that the satellite’s sensitive components remain in their nominated

range, even under the vacuum condition of outer space. To achieve this purpose, a reliable and stable monitoring

system is required. This paper proposes a monitoring system based on the 1-wire protocol, which provides the reliability

requirements in the sensor networking and bus controller sections. In the networking section, we outline some practical

topologies and discuss on their complexity and reliability. Despite the fact that the point-to-point topology is very

robust for communication structures, the reliability analyses show that the loop-tree topology is the best structure for

1-wire networking. In addition, this paper proposes a robust bus controller based on combined time redundancy and

triple modular redundancy on field-programmable gate arrays. The fault injection experiments reveal that the proposed

time-based redundancy represents better outcomes alternative to hardware redundancy. Furthermore, the experiments

show that the capability of tolerating single-event upset effects in the proposed method increases up to 7.8-fold with

respect to a regular design.
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1. Introduction

There is growing interest in using commercial off-the-shelf (COTS) devices within space systems due to their

lower cost and availability compared to space-qualified ones. These devices, however, are sensitive to the harsh

space environment. The safe use of these devices requires careful design considerations and effective mitigation

techniques.

One of the major groups of COTS devices is 1-wire–based devices, which are widely used for monitoring

purposes in ground level applications. The 1-wire protocol is a simple, low-cost field bus that networks together

various devices and sensors through only a single wire [1,2]. A monitoring system based on this protocol, as

shown in Figure 1, describes a method of data communication that requires both the physical and data link

layers. The network wiring plays the physical layer role and the bus controller performs as data link master. A

reliable monitoring system requires a dependable design in both layers.

In the wiring section, a failure in the nodes results in losing a portion of the monitoring system. This can

occur for several reasons, such as launch stresses, the collision of space debris with the satellite, and depreciation

of the nodes. To cope with this problem, one can use redundant wiring, but the efficiency of the redundancy

and the wiring complexity require more investigation. Previous works have been limited to the implementation

and use of the 1-wire protocol. The aspect of redundant wiring is still poorly understood for the 1-wire protocol.
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Figure 1. 1-Wire monitoring topology.

In the controller or data layer, the 1-wire protocol is protected by a cyclic redundancy check (CRC) code,

which efficiently declines the data communication errors. However, this section is also affected by unwanted

space radiation faults, like single-event upset (SEU) and single-event transient (SET) faults. To mitigate these

faults in commercial field-programmable gate arrays (FPGAs), hardware redundancy is the base of all of these

approaches. The proposed time-based redundancy efficiently overcomes single event faults.

In comparison with point-to-point distributed data acquisition approaches, 1-wire–based systems reduce

cost, volume, and weight due to the number of wires. Unfortunately, multipoint-based topologies, like 1-wire,

have limited robustness compared to point-to-point forms. This implies a compromise between the wiring

complexity and mean-time to failure (MTTF) for 1-wire networking.

To the best of our knowledge, few researchers have addressed the reliability of the 1-wire network.

Therefore, this paper outlines some practical topologies for the networking of 1-wire objects and discusses their

reliability. Depreciation, which is calculated based on the MIL-217 standard, is supposed to be a major threat

in the 1-wire networking section. Despite the fact that point-to-point topology is very robust for communication

structures [2], we found that the loop-tree topology is the best structure for 1-wire communication.

Subsequent to launching a satellite in earth orbit, both the thermal vacuum and space radiations are the

most important threats to the satellite mission. Therefore, the satellite’s thermal design should guarantee that

each part of the satellite remains within its nominal thermal range. To achieve this goal, a reliable monitoring

system is required. Various temperature sensors and monitoring systems are available, while each kind of these

appliances has a specific character and corresponding application scope [3]. A typical spacecraft uses dozens

of temperature sensors to monitor and control the health status of its various components. Thermal sensing

ranges from the coarse indications of the box temperature to the high-precision measurement for instrument

calibration [4].

Analog-based thermal monitoring often requires more power and wiring complexity in comparison to

digital-based systems. Digital temperature sensors are more reliable than the analog kind, because the signal

conditioning is performed at a monitoring location. However, common digital sensors are incapable of creating

a shared network, and therefore the wiring complexity remains the next issue. The 1-wire thermal sensors,

such as digital ones, have the capability of being networked. Consequently, these sensors can be the best choice

for aerospace applications. However, as a drawback, software complexity somewhat increases for 1-wire–based

thermal monitoring systems, especially when FPGAs are used as a bus master.

The 1-wire protocol for thermal monitoring has received much attention in recent years. However, as

mentioned before, previous works have been limited to developing a practical thermal monitoring system based

on the 1-wire protocol. The dependability aspect of this protocol for critical applications, like satellite systems,

is still poorly understood. The contribution of this paper is in providing a reliability-oriented monitoring
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system based on the 1-wire protocol. For the physical layer, a comprehensive reliability analysis is provided

to determine the most robust networking topology. For the data layer, this paper actually uses triple-modular

redundancy (TMR) accompanied by time redundancy. The efficiency of the proposed combined redundancy

is verified through the fault injection approach. However, as a drawback, the proposed hardening technique

requires about 3-fold more time to perform the data acquisition.

The remainder of this paper is organized as follows. In the next section, we outline the key features

of 1-wire–based devices and sensors. The practical topologies for the networking section of the 1-wire–based

monitoring system and their reliabilities are demonstrated in Section 3. Next, to develop a reliable bus master

on the FPGA, we demonstrate a regular design in Section 4, which is the base module to implement the proposed

method. To evaluate the efficiency of the time redundancy-based approach, the SEU injection experimental

results are presented in Section 5. Finally, Section 6 concludes the paper.

2. The 1-wire protocol

The 1-wire is a device communication protocol designed by Dallas Semiconductor Corporation to ensure signal

integrity. This protocol is similar to I2C, but it has lower speed and power. Therefore, it can be appropriate for

applications in which power reduction is preferred to the data sampling rate, such as temperature monitoring

in satellites. This protocol is widely used in ground level applications. A temperature and humidity instrument

based on 1-wire sensors was presented in [5]. In addition, a wireless form of this work was investigated in

[6]. In addition, the application of 1-wire bus technology in the temperature monitoring of the rolling-mill was

considered in [7].

Although, 1-wire reduces the wiring complexity of multichannel measuring systems, it implies more

efforts to realize the bus master or controller [8]. Each 1-wire device has a unique 64-bit serial code, which

allows multiple devices to establish a network. The 1-wire network is implemented as an open drain bus, and

so a single pulled-up resistor is shared among all devices.

Several signal types are defined by this protocol, such as the reset pulse, presence pulse, write 0, write 1,

read 0, and read 1. The bus master initiates all of these signals, except for the presence pulse.

All communications in this protocol start with an initialization sequence that includes the master reset

pulse and slave(s) presence pulse. The master reset pulse means pulling the 1-wire bus low for a minimum of

480 µs. The bus master then should release the bus and go to the wait state. This state has to be from 15 to

60 µs in length. In this condition, the pull-up resistor returns the 1-wire bus high. After that, any slave device,

if present, transmits the presence pulse by polling the 1-wire bus low for a minimum of 60 to 240 µs.

3. Arrangement and reliability of the 1-wire network

Traditional wiring for the 1-wire consists of only 1 wire, and all of the devices and sensors are connected to

the bus controller through this wire. We call this topology the bus structure, which requires minimum wiring

complexity. Moreover, to complete communication between the devices and the controller, other structures

can be used, such as star and loop topologies. The star topology creates a point-to-point wiring between

each device and controller. The wiring complexity is large in this structure. For the loop topology, the end

of the bus is connected to the bus controller. This structure creates a redundant path for each device to

connect the controller and approximately doubles the wiring complexity. Based on these basic structures, other

combinational topologies can be extracted, such as the star-bus and star-loop, which are illustrated in Figure 2.
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Figure 2. FSM of the 1-wire module.

To evaluate the reliability of the 1-wire network, the failure rate is calculated at each node. Each node

consists of 2 connections: the wire to connector and wire to board connections. According to Eq. (1), the failure

rate of the wire to connector connections is calculated [9].

λp = λbπTπKπQπ
Failures/106hours
E (1)

Here, λb is the base failure rate, and for materials in class A (aluminum and ceramic) λb is equal to 0.001. In

addition, πT is the temperature factor of environment and here set for 40 ◦C (estimated maximum temperature

for a sample low Earth orbit satellite) is equal to 1.5. The πK factor is the mating–unmating factor. The πQ

is the quality factor, for military specification, which is equal to 1. Finally, πE is considered the environment

factor, and we set this parameter in the mission flight condition, which is equal to 0.5 [9].

According to Eq. (2), the failure rate of the wire to board connection is calculated as [9]:

λW2B = λb [N1πC +N2(πC + 13)]πQπ
Failures/106hours
E (2)

in which λb is the base failure rate, where the discrete wiring with electro-less deposited PTH is equal to

0.00026. N1 is the quantity of the wave solder, which is not used. N2 represents the quantity of hand soldered,

which is set to 10. πC is the complexity factor, according to the standard; in discrete wiring, this factor is equal

to 1. πQ is the quality factor; for lower quality, it is equal to 2. πE is considered the environment factor; we

set this parameter in the mission flight condition, which is equal to 0.5 [9].
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Finally, the total failure rate is equal to the sum of the failure rates in these 2 connections, which is

represented in Eq. (3). The numeric value of the total failure rate of the 1-wire connections is represented in

Table 1.

Table 1. Total failure rate of the 1-wire connections (according to [9]).

Failure rate
Failure mechanism (Failures/106hours) λb πP N1 N2 πC πT πK πQ πE λ

Male to female
connector1 λM2F = λbπTπKπQπE 0.001 - - - - 1.3 4 1 0.5 0.0026

λC2W = λb[N1πC+
Wire to board2 +N2(πC + 13)]πQπE 0.00026 - 0 10 1 - - 2 0.5 0.0364

Total λt = λM2F+λW2B - - - - - - - - 0.039 0.00414

1Circular, T = 40 ◦C, MIL-SPEC, mating/unmating >50, environment = SF

2Discrete wiring, quantity of hand soldered = 10, number of circuit planes = discrete wiring, lower quality, environment

= SF .

λtotal = λWire.2Con. + λWire2Board (3)

Assuming the 1-wire network contains n sensors, the reliability of the network can be calculated according to

Eq. (4). The Rk (t) represents the reliability of the SK , which is the k th sensor in the network.

R(t) =

n∏
k=1

Rk(t) (4)

Assuming that the failure rate of each node is equal to a constant rate λ , the e−λt expression represents its

reliability [10]. In general, the reliability of each sensor in the network depends on its location in the wiring. In

this paper, as mentioned previously, we calculate the network reliability for the bus, star, loop, bus-tree, and

loop-tree topologies.

For the bus topology, by increasing the sensor distance from the master, the number of effective nodes

increases. The reliability is decreased in each node by a factor of e−λt . For the first sensor in the bus, only 1

node affects the reliability and so the reliability of the first sensor is equal to e−λt . For the second sensor, we

have 2 nodes and its reliability is equal to e−2λt . In this topology, the reliability of the Sk is represented by

e−kλt . Thus, the reliability of the single line (bus) topology is represented in Eq. (5).

RBus(t) =
n∏

k=1

e−kλt = e
−λt(

n∑
k=1

k)
= e−(

n(n+1)
2 )λt (5)

As mentioned previously, in the star topology, each sensor is connected to the bus master through a single node,

and therefore their reliability is equal to e−kλt . The reliability of the star topology can be calculated as in

Eq. (6).

R(t)Star =

n∏
k=1

e−λt = e−nλt (6)

In the loop strategy, each sensor on the network has 2 paths to the bus master. According to the 1-wire protocol,

at least one path between master and slave is adequate. The reliability of a sensor on the network depends on

175



GOSHEBLAGH and MOHAMMADI/Turk J Elec Eng & Comp Sci

both the left and right paths. At least one of them is required to hold the 1-wire sensor and master connection.

The reliability of each path, independent of each other, is equal to the value of the bus topology. Therefore, for

this topology, the reliability of the Sk is equal to

e−kλt e−(n−k+1)λt . Finally, the reliability of the loop topology is represented by Eq. (7).

R(t)Loop =
n∏

k=1

P(pleft ∪ pright) =
n∏

k=1

⟨
e−kλt + e−(n−k+1)λt − e−nλt

⟩
(7)

The bus-tree and loop-tree structures are based on the bus and loop topologies, respectively. These structures

merge m branches of the bus or loop topologies with l sensors, in the way that m ×l is equal to the total

number of sensors, which are assumed as n. With this in mind, the reliability of the bus-tree and loop-tree

structures can be calculated by Eqs. (8) and (9).

R(t)Bus−Tree =
m∏

k=1

R(t)Bus]∀:l−sensor (8)

R(t)Loop−Tree =
m∏

k=1

R(t)Loop]∀:l−sensor (9)

To compare the dependability of the proposed topologies, we address the MTTF factor. This factor is determined

by Eq. (10).

MTTF =

∞∫
t=0

R(t)dt (10)

By substituting Eq. (5) into Eq. (10), we have the MTTF of the bus topology in Eq. (11).

MTTFbus =

∞∫
t=0

R(t)dt =

∞∫
t=0

e−
n(n+1)

2 λtdt
x=λt−→= 1

λ

( ∞∫
x=0

e−
n(n+1)

2 xdx

)
= 1

λ

(
2

n(n+1)

)
= 1

λδb(x) (11)

Similarly, the MTTFs of the star and loop topologies are, respectively, presented in Eqs. (12) and (13).

MTTFstar =

∞∫
t=0

R(t)dt =

∞∫
t=0

e−nλtdt
x=λt−→= 1

λ

( ∞∫
x=0

e−nxdx

)
= 1

λ

(
1
n

)
= 1

λδs(x) (12)

MTTFLoop =
∞∫

t=0

R(t)dt =
∞∫

t=0

n∏
k=1

(e−kλt + e−(n−k+1)λt−e−(n+1)λt)dt

x=λt−→= 1
λ

( ∞∫
x=0

n∏
k=1

(e−kx + e−(n−k+1)x−e−(n+1)x)dx

)
= 1

λδl(x)

(13)

The comparison of MTTF coefficients for the loop, bus, and star structures, as is illustrated in Figure 3, shows

that when the number of sensors on the network is less than 5, the loop topology represents the best reliability.

By increasing the number of sensors, the reliability of the star topology is dominant. Moreover, independent of

the network complexity, the bus topology represents the worst MTTF.
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Figure 3. Coefficient of the MTTF for the bus, loop, and star topologies vs. the 1-wire network complexity.

To calculate the MTTF for the tree-loop structure, in a similar way, we use Eqs. (10) and (8), and we

have Eq. (14).

MTTFTree−Loop =
∞∫

t=0

m∏
b=1

Rl(t)dt =
∞∫

t=0

m∏
b=1

l∏
k=1

(e−kλt + e−(n−k+1)λt−e−(n+1)λt)dt
x=λt−→

= 1
λ

( ∞∫
x=0

(
n∏

k=1

(e−kx + e−(n−k+1)x−e−(n+1)x)

)m

dx

)
= 1

λδtl(x)

(14)

It is necessary to mention that the closed-form solution cannot be obtained for Eqs. (13) and (14), and the

adaptive quadrature approximation is used to calculate this equation.

Finally, based on Eqs. (9) and (10), the MTTF of the tree-bus topology can be calculated by Eq. (15).

MTTFTree−bus =
∞∫

t=0

(
m∏
b=1

Rb(t)

)
dt =

∞∫
t=0

(
m∏
b=1

e−
n(n+1)

2 λt
)
dt

x=λt−→

= 1
λ

( ∞∫
x=0

e−
nm(n+1)

2 xdx

)
= 1

λ

⟨
1
m

(
2

n(n+1)

)⟩
= 1

λδtb(x) =
1
λ

⟨
1
mδb(x)

⟩ (15)

Figure 4 illustrates the coefficient of different topologies versus the network complexity. For the tree basic bus,

loop, and star structures, 3 states are considered (i.e. the number of branches is assumed as 2, 4, and 8). By

increasing the number of branches, the MTTF coefficient becomes greater.
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In order to represent a better demonstration, we address the comparative results of the MTTF coefficients.

For a given network complexity (i.e. with an equal number of sensors), the reliability improvement of the loop-

tree topology in comparison with the tree structure is presented in Figure 5. Similar comparisons among other

topologies are illustrated in Figures 6–9. By increasing the number of sensors, the inclination of the comparative

MTTF curves is declined and tended to a constant ratio.
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Figure 5. Improvement of the MTTF of the loop-tree

topology compared with the tree structure.

Figure 6. Improvement of the MTTF of the bus-tree

topology compared with the bus structure.
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Figure 7. Improvement of the MTTF of the bus-tree

topology compared with the loop structure.

Figure 8. Improvement of the MTTF of the loop-tree

topology compared with the bus structure.

For instance, if the number of sensors is equal to 32 and the failure rate is assumed as calculated previously,

the MTTF of each topology is as presented in Table 2.

These results, especially in Figure 4, reveal that the loop-tree topology is the best structure for 1-wire

communication. In summary, despite the fact that the point-to-point topology is very robust for communication

structures, we find that the loop-tree topology is the best structure for 1-wire communication.

In the following sections, we focus on the design and implementation of the 1-wire protocol on the FPGA.

Moreover, we discuss the basic structure of the proposed time-based redundancy to realize a fault-tolerant bus

controller.
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Figure 9. Improvement of the MTTF of the loop-tree topology compared with the bus-tree structure.

Table 2. MTTF of different topologies of the 1-wire network.

Topology MTTF (year) Topology MTTF (year)
Loop 38.8 Bus 5.54
Loop-tree (t = 2) 72.41 Bus-tree (t = 2) 10.76
Loop-tree (t = 4) 133.12 Bus-tree (t = 4) 20.32
Loop-tree (t = 8) 229.4 Bus-tree (t = 8) 36.58
Star 91.47 Failure rate = 0.039, N = 36

4. Design and implementation of the 1-wire protocol on the FPGA

4.1. Regular implementation

To realize the bus controller, aside from the processors, the FPGAs can be used. Static random access memory

(SRAM)-based FPGAs are interesting within space systems due to their low nonrecurring engineering costs,

computational efficiency benefits over general purpose processors, and reconfigurability [11]. However, to develop

a 1-wire thermal monitoring system, the processor-based approaches are presented in [12–22].

In our work, the 1-wire bus controller is supposed as a module of the satellite telemetry and tele-command

(TT&C) subsystem, which samples temperature data from all parts of the satellite. Our TT&C program has

a hierarchy structure and all of the modules are controlled by the top module. Each submodule has the same

signaling as the top module. This signaling is based on an interrupt request that includes address, data, and

handshaking signals. Figure 10 illustrates the signaling and block diagram of the 1-wire module in the TT&C

subsystem.

To access a sensor through the 1-wire port, 4 steps are required: initialization, ROM-function command,

memory function command, and data transfer [23]. At the beginning of the communication session, the bus

master needs to know which 1-wire devices are available and ready to operate. As mentioned in Section 2, this

stage is accomplished through initialization signaling. Next, the ROM-function command allows a particular

device present on the 1-wire bus to be selected on the basis of its unique 64-bit serial identification (ROM)

number. Reading and writing into the device memory as well as performing specific functions on the 1-wire

device are done in the memory function command stage. Finally, the actual data transaction progresses either

from the bus master to the slave or vice versa.

To determine the ROM code, the search ROM procedure is used. However, we acquire the ROM codes

separately and do not implement the search function in the very high-speed integrated circuits hardware
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description language (VHDL) module due to the fact that it is necessary to specify the sensor location in

satellites; moreover, the search ROM procedure requires more resources. Consequently, the ROM codes are

separately determined and stored in the VHDL program as constant data. For a detailed description of the

search ROM procedure, one can refer to the iButton Book of Standards at www.maxim-ic.com/ibuttonbook

[24].

M
U
X

 

STATE 

MACHINE 

CRC 
ROM 

RAM 

M

CLK CLK
RST 

Add Add
Enable 

Dout 

Figure 10. Block diagram of the 1-wire module.

The gathered temperature data from the sensors are stored on the local RAM of the VHDL module. The

CRC check block accomplishes the CRC on communicating data. The states of the finite-state machine (FSM)

of the 1-wire module are represented in Figure 11. The state machine follows the 1-wire protocol routine. After

initialization of the external signals and internal variables, the number of sampled sensors is checked. If all of

the sensors were sampled, the ready signal would be activated. The local RAM could be controlled externally

through the top-level VHDL program. Table 3 shows the desired ranges and our implementation result for

1-wire timing.

Table 3. Implementation results for the timing of the 1-wire protocol.

Parameter Protocol range Implemented
Reset pulse > 480µs 560 µs
Wait for presence 15 µs–60 µs 30 µs
Presence pulse 60 µs–240 µs 115 µs
High in logic ‘0’ > 1µs 24 µs
Low in logic ‘0’ 60 µs–120 µs 73 µs
High in logic ‘1’ Unlimited 84 µs
Low in logic ‘1’ > 1µs 12 µs

4.2. Reliable implementation (the proposed time-based redundancy)

A single 1-wire bus controller provides all of the functionality for temperature measurement purposes. However,

its susceptibility to space radiation effects, especially SEU, suggests that additional considerations may be

required. Space applications must consider the effect that energetic particles (radiation) can have on electronic

components. In particular, SEUs may alter the logic-state of any static memory element (latch, flip-flop, or
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RAM cell) or cause transient pulses in combinatorial logic paths. Since the user-programmed functionality

of an FPGA depends on the data stored in millions of configuration latches within the device, a SEU in the

configuration memory array might have adverse effects on the expected functionality of the user-implemented

design. Similarly, SETs have a high probability for recognition at flip-flop inputs, where, if registered, cause a

soft-error in the user data [25]. On the other hand, in a SRAM-based FPGA, both the user’s combinational

and sequential logic are implemented by customizable logic memory cells, in other words, SRAM cells. When

an upset occurs in the combinational logic synthesized in the FPGA, it corresponds to a bit flip in one of the

LUTs cells or in the cells that control the routing [26].
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Load-wire Code  
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Send sensor 
code & Update 

Receive Data 

from Sensors 

Increase Sensor 

Number 

End of 

Sensors 

Idle (Ready<=1) 

rst=1 

No! 

No 

CRC_OK 

No! 

Figure 11. FSM of the 1-wire module.

To achieve a reliable controller, one can use traditional approaches including a duplex with comparison,

TMR, and so on. However, these approaches are based on hardware redundancy. This paper proposes a novel

architecture to realize a reliable monitoring system based on time redundancy. In the following sections, we

discuss this architecture in more detail. The fault injection experiments reveal that the capability of tolerating

SEU effects in the time redundancy technique increases up to 7.8-fold with respect to a regular hardware

redundancy.

In time-based redundancy, as shown in Figure 12, to mitigate the single event effects (SEEs) of radiation,

we sequentially triplicate the 1-wire modules. In other words, temperature data are gathered and stored in the

local RAM of each module in different and sequential time. Moreover, the timing requirements among the 1-wire

modules are illustrated in Figure 13. As shown in Table 4, this approach requires more resources compared to

the single regular method. However, time-based redundancy can overcome the SET effects of space radiation.
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Figure 12. Block diagram of the proposed reliable 1-wire

module.

Figure 13. Timing of the internal signaling in the TMR

structure.

Table 4. Device (Xilinx-XCV300) utilization summary.

Parameters Single module TMR & compare Overhead (%)
Flip-flops 164 546 2.43
LUTs 167 560 2.35
FPGA I/O 1 3 2
Max freq. 114 MHz 98 MHz –0.14
Sample rate 35 ms/sensor 110 ms/sensor 2.14
Power 54 mW 65 mW 0.2037

The delay time between 2 samplings is equal to the response of the previous module (i.e. sampling time

ts). The sampling time of the modules depends on the complexity of the 1-wire network. The implementation

results show that the average time for the sampling of 1 sensor is equal to 35 ms. Consequently, the sampling

time of a network including 32 sensors takes 1120 ms. This period of time removes the transient faults of space

radiation.

Moreover, to develop SEU immunity, the sensor duplication can be performed in the critical sections of

the satellite. The unique 64-bit code of the new sensors is set in the second module. The truth table of the
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compare & vote block in a single network (with and without sensor duplication) is illustrated in Table 5. It is

worth mentioning that the comparison of the data is accomplished in a high-order section of the data register.

In other words, in the temperature register, the compression is done on BIT8∼BIT3, which means that 3.5 ◦C

temperature variations are acceptable.

Table 5. Truth table of the compare and vote block.

Comparison result Without sensor duplication Sensor duplication
D2= D1 D2= D0 D1= D0 CE S Fault nature CE S Fault nature
0 0 0 1 X SET 1 X SET
0 0 1 0 0 – 0 0 –
0 1 0 0 0 – 1 X SEU
0 1 1 1 X FPGA or SENSOR 1 X FPGA or SENSOR
1 0 0 0 1 – 0 1 –
1 0 1 1 X FPGA or SENSOR 1 X FPGA or SENSOR
1 1 0 1 X FPGA or SENSOR 1 X FPGA or SENSOR
1 1 1 0 0 – 0 0 –

The proposed time-based redundancy can handle all of the SEE faults in the bus master and slaves.

However, the management of the critical error (CE) signal depends on the system designing consideration.

Moreover, turning the 1-wire network off on the slave side, and partial reconfiguration on the master side

(FPGA), could be a reasonable solution for the CE. In the following sections, we discuss the SEU immunity of

the proposed time-based redundancy compared to traditional hardware redundancy.

5. Experimental results

For FPGA-based designs, SEU fault injection methods fall into 3 broad groups: radiation accelerator tests,

emulation methods, and simulation or software approaches [27].

To validate the proposed design, we use the emulation technique. Our hardware setup to emulate the

faults in FPGAs consists of 3 parts, as represented in Figure 14. The first part is a personal computer that

provides a complete graphic user interface for emulating different models of SEE faults. The second part is

a fault controller based on the LPC2368 microcontroller. It receives fault injection mode from the PC and

controls the configuration memory of the FPGA. All of the required signaling and timings are managed through

the external microcontroller. The third part is a FPGA platform, a Xilinx XC4VFX12 device, which hosts the

designs under test (DUT) and other required modules.

Figure 14. SEU fault injection set-up.
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The fault injection area is constrained to the design under test section. This section contains 5 configurable

logic block columns in the platform of the FPGA, which means that the total number of configuration bits is

equal to 5 × 22 × 1312 = 144,320. As mentioned previously, a SEU fault means an upset in the FPGA

configuration bits. Hence, the available sample space to inject the SEU fault is equal to 144,320 bits. Figure

15 shows the flow diagram of the test operations to emulate the SEU faults [28]. The number of injected faults

was selected to guarantee that the gathered results are statistically meaningful. For these purposes, we repeat

the experiments with 1,000,000 randomly selected SEUs. Table 6 shows the fault injection results.

Emulation Start

Inject an SEU to a 

Random Location

Monitor Circuit 

Outputs

Any Function 

Failure?

1000 Failures 

Found?

Yes

Calculate the Avrage 

# of SEUs to Failure

Yes

SEU Correction by 

SEM
No

FPGA 
Repogramming

No

Figure 15. Flow diagram of the test operations for the SEU emulation environment [28].

Table 6. Fault injection results.

Circuit Resources (#)
Wrong answer (#)

Flip-flops LUTs
Single module 64 203 211.6
Traditional TMR 195 612 1185.4
Proposed TMR 197 600 26.8

The fault injection area is fixed; therefore, for a TMR version that engages more resources, the failure

probability is more than that of the single module. Moreover, the redundant modules in the TMR version

are disturbed by adjacent modules. Therefore, this version may suffer error propagation from issue among

the replicated modules. Furthermore, the SEU fault in the voter increases the failure probability in the TMR

version in comparison with the single module.

The fault injection experiments reveal that the proposed time-based redundancy represents better out-

comes as an alternative to traditional triple hardware redundancy. Furthermore, the experiments show that the

capability of tolerating SEU effects in the proposed method increases up to 7.8-fold with respect to a regular

design.
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6. Conclusion

The use of the l-wire protocol for distributed system monitoring, especially for satellite applications, provides

several benefits. However, for aerospace applications, the reliability of this system should be at an acceptable

level. To achieve this, we propose the reliability analysis of different 1-wire network topologies and a reliable

implementation of this network on the FPGA. Despite the fact that the point-to-point topology is very robust

for communication structures, the results show that the loop-tree topology is the best for 1-wire communication.

In addition, we propose and validate a time-based redundancy approach that gives better results when compared

to the traditional triple redundancy.
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