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Abstract: In this paper, a recommendation system based on a mobile and web application is proposed for indoor

decoration. The main contribution of this work is to apply two-stage filtering using linear matching and collaborative

filtering to make recommendations. In the mobile application part, the image of the medium captured by a mobile phone

is analyzed using color quantization methods, and these color analysis results along with other user-defined parameters

such as height, width, and type of the product are sent to the web server. In the web application part, a large data

set is first filtered via linear matching in which the color content of the medium and user-defined parameters received

from the mobile application are matched to those for the products stored in the database. We then apply second-stage

filtering, namely collaborative filtering, on the reduced data set. Performance evaluations of various color quantization

methods and collaborative filtering methods used in the system are made. Results show the feasibility of using scalar

quantization as a color quantization method and the K-nearest neighbor in the collaborative filtering method for our

recommendation system. Overall evaluation of the system shows that our recommendation system provides around 90%
accuracy.

Key words: Recommendation system, collaborative filtering, mobile application, web application, filtering, color

analysis

1. Introduction

Due to the continuous development of technology and an increase in the number of products and services,

companies need to find ways for competition [1].

In recent years, mobile communication tools and mobile applications have been widely used as emerging

technologies. Due to wide variety of services being offered, such as multichannel shopping, navigation, ticket

purchasing, making reservations, making payments, and establishing mobile internet connections [2], the number

of mobile phone users are exponentially increasing each year.

Recommendation systems have been developed for providing effective information to users. There are

many recommendation systems based on web mining. These systems are divided into two main categories.

These are collaborative filtering and content-based filtering [3]. Collaborative filtering method is the most

commonly used of these methods, which takes into account the similarities between users or the selections of

other users [4]. Collaborative filtering techniques can also make recommendations by using specific content or

by bringing together users with similar interests [5–8].

In this study, we propose a recommendation system for indoor decoration that is based on applying
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image processing techniques at both the mobile side and the web server, and collaborative filtering techniques

at the web server side. In the collaborative filtering approach, the underlying logic is that if a user has

agreed with his or her neighbors in the past, he/she will agree with the neighbors in the future [9]. We also

evaluate the performance of the techniques implemented in our system. Specifically, the performance of scalar

quantization for image processing and the K-nearest neighbor for collaborative filtering have been compared to

their alternative methods.

The remainder of this paper is as follows: system architecture is introduced in Section 3. Section 4 explains

the details of our recommendation system with a focus on the color quantization and collaborative filtering

techniques used. Section 5 presents results from the performance evaluation of the techniques implemented.

Finally, concluding remarks are given in Section 6.

2. Related works

The collaborative filtering method was first used in the Tapestry Project that was developed for the purpose

of filtering e-mails. The purpose of the developed system is decomposing the e-mails that were labeled by

users based on specific criteria [10,11]. User-based collaborative filtering was first used in the GroupLens

research project [12]. This system makes personal recommendations using Usenet News. The Pearson correlation

coefficient was used for the first time by GroupLens researchers [13]. Herlocker et al. applied a collaborative

filtering method on different data sets and found that the Spearman similarity correlation gave better results than

the Pearson correlation coefficient [14]. Goldberg et al. developed a filtering algorithm with reduced computation

time, which used the Pearson correlation coefficient. [15]. Color quantization algorithms have been studied

to determine the limited number of colors on the image [16–19]. Along with the proposed recommendation

architecture, our study in this paper also investigates the practical use of the scalar quantization technique in

the color quantization and K-nearest neighbor in the collaborative filtering stages of the system.

Collaborative filtering-based and content filtering-based recommendation systems are popularly used in

web systems such as Amazon [20], Last Fm, Digg [21], Netflix [22], EBay, iTunes, and StumbleUpon [23,24].

However, the proposed recommendation system in this work differs from these systems in that our system

applies two-stage filtering on the data set. Results show the feasibility of this approach with 90% accuracy,

which is applied for selecting indoor decoration products.

3. System architecture

Figure 1 depicts the architecture of our recommendation system. User1 represents a user who is accessing the

system with his mobile phone. User2 represents a user who is accessing the system via her personal computer.

Both users aim to obtain recommendations. The mobile user captures the picture of the environment and

analyzes it using color quantization algorithms. The same quantization method can be applied to previously

stored pictures of the environment. The results of color content analysis along with the user-defined parameters

are then sent to the server. These results are matched to those of the products stored at the web server by a

linear matching algorithm. The collaborative filtering algorithm is then applied to the results of linear matching

to produce recommendations.

The recommendation system consists of two main modules. The first module includes mobile application

and image processing techniques implemented at the mobile device. The second module includes the collabo-

rative filtering techniques and web application part implemented at the web server. Both modules have been

developed individually and integrated into the system.
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Figure 1. Overview of the recommendation system.

The mobile application module is responsible for the analysis of the captured image and forwarding this

result along with other specifications (dimension, product category, etc.) determined by the user to the web

part. In the mobile application, the following steps are applied sequentially to the captured image [20,21]:

resizing the image, obtaining the RGB values, applying the quantization algorithm, converting the RGB color

codes to hexadecimal code, and finally ordering the color codes in descending order. After these steps, color

codes are classified as minimum, maximum, average, and opposite to provide the user options to choose among

these color codes.

The web application module has two functionalities, namely management and recommendation functions.

As the management function the system handles tasks related to users of the system, i.e. customers and

companies. Companies can upload their profiles and product information. Different companies can add their

products at the same time and later they can organize these products. Users of the system can perform various

tasks using the product information uploaded by companies and other users’ information (scores voted for a
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specific product, their recommendations, etc.). The recommendation part of the web application as shown in

Figure 1 performs linear matching and collaborative filtering. This part runs the same image quantization

algorithm as the mobile application [25].

4. The recommendation system

The flowchart of the proposed recommendation system is given in Figure 2. The system first applies a linear

matching algorithm to the large data set (T products) to obtain a smaller data set (L products). The estimated

vote values that belong to this smaller amount of data (L products) are then estimated. Finally, N different

products that have the highest estimated vote values are presented to the user as a recommendation [26].

4.1. Linear matching stage

In the linear matching stage, the largest similarity ( minimum sj) of the candidate product with the analysis

results obtained for the indoor medium to be decorated is determined by following algorithm.

for j = 1: T;

if Dj,w < Dt

sj = |Ej,w − Et|
end

end

sLM = min {sj}
Here, Et represents the analysis results of color quantization. Dt represents the size of the indoor

medium to be decorated. Dj,w is the dimension of the product stored in the web server database and Ej,w is

the color content of this product. Basically, the linear matching algorithm compares the results of web-based

analysis to those based on the mobile device and results in the maximum similarity. The reason for the using the

linear matching algorithm is the prefiltering of the products in the database before applying the collaborative

filtering algorithm. Therefore, the collaborative filtering algorithm will be applied to a smaller size data set and

recommendations will be produced in a shorter time.

4.1.1. Color quantization

In the proposed recommendation system, image resizing and color quantization methods are applied to the

picture of the environment both on the mobile and the web platform. Color quantization methods are generally

divided into two main categories: scalar quantization and vector quantization.

In the scalar quantization algorithm, RGB color values that belong to each pixel of the image are divided

by a constant value. Rounding is applied on the obtained results. During this process, color values are assigned

to the nearest scalar multiples of the value so that the number of colors will be reduced. For scalar value 51,

RGB color values varying between 0 and 255 are converted into values of 0, 51, 102, 153, 204, and 255. Let

C represent the color codes belonging to the original image, and this image has m different colors and C ′

represents quantized color codes with n different values obtained after the scalar quantization algorithm [27].

Assume that the original image has m different color codes denoted by C = { C 1, C2 , . . . , C m }. The purpose
of color quantization is to reduce this to n different color codes given by C’ = { C’ 1, C

′
2 , . . . , C’ n }, where

each Ci’ is related to Ci by:

Ci
′ ←

⌊
Ci.

n

m

⌋
. (1)
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Figure 2. Flowchart of the proposed recommendation system.

Vector quantization is different from scalar quantization in that rather than the pixel’s color value it acts as

a vector formed by the color values. Therefore, the number of image disruptions that occur as a result of the

number of color reductions is small in color quantization. Median cut and octree algorithms are commonly used

as vector quantization algorithms.

In the median cut algorithm, the RGB color cube’s small cell, which has all colors in the image, is selected.

Along the long axis of the cell, the colors are sorted from smallest to largest. After sorting the colors, the cell
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is divided into two parts along the long axis of the cell. The above process is continued until the color space is

reduced to the predefined number [27].

In the octree algorithm, the colors are sorted using a tree structure. Eight is used for the branching

factor. In this method, a tree structure that has at most K nodes is to be established and each node has a

different color. While adding new colors to tree branches, an average value is obtained by using the most similar

color [17].

4.1.2. Collaborative filtering stage

Collaborative filtering algorithms are not concerned with the contents of objects while producing recommen-

dations. These systems are referred to as content-free systems. Establishing the correct connections between

users is important for these systems. Previous experiences and previous preferences are used and neighbors are

determined. For example, users who love an object can be determined as a neighbor or users who do not like

an object can be determined as a neighbor. To create a group, feedback taken from users can be a numerical

vote, “thumbs up”, “thumbs down”, “like”, “dislike”, a user’s favorite product, a marked product, etc. For this

purpose, the value of votes that are given to products by users are used to calculate the similarities between

neighbors. The collaborative filtering algorithm mainly uses the score values voted for products by users. It

calculates the similarities of subsets of products by using these scores. The Pearson similarity measure, which

is the correlation coefficient between two different users (a and b), is given by:

sPa,b =

∑
i∈I (ra,i − r̄a) (rb,i − r̄b)∑

i∈I (ra,i − r̄a)
2
(rb,i − r̄b)

2 , (2)

where I represents the number of products voted for by users a and b , ra,i and rb,i represent the vote given

to product i respectively by user a and b , and r̄a and r̄b represent the average of votes given by usera and b ,

respectively.

Pearson similarity is the most common similarity measure used in collaborative filtering methods. It

was first used in the GroupLens project. In [10], similarity values changed between –1 and +1. If two users’

similarity is close to +1, these users’ opinions are considered to be similar. If the similarity value is 0, these two

users or two objects will not be similar. A value of –1 indicates that users have opposite characteristics. The

cosine similarity (or vector similarity) measure is another way to calculate similarities between users, which is

defined as:

sVa,b =
RT

aRb

∥Ra∥ ∥Rb∥
, (3)

where Ra = [Ra,1Ra,2 . . . Ra,Ia ]
T

and Rb = [Rb,1Rb,2 . . . Rb,Ib ]
T
, and ∥.∥ denotes the Euclidian norm. The

estimated vote that will be given to producti by user a is given by:

Pa,i = ā+

∑
(b∈K)

∧
(b rates i)

(
bi − b̄

)
∗sa,b∑

(b∈K)
∧
(b rates i)

|sa,b|
, (4)

where ā represents the average of votes of user a , b̄ is the average of votes of user b , and bi is a vote given to

producti by user b . Sa,b is the similarity measure calculated by either method given above.
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The key parameter K in Eq. (4) is the number of neighbors of user a . In order to calculate K, K-nearest

neighbor (K-NN) or correlation threshold methods can be used.

The users whose similarities are larger than the threshold value will be chosen as neighbors in the

correlation threshold method. However, if there is a high threshold value, a sufficient number of users may not

be selected, resulting in inaccurate results.

The K-NN method is based on the selection of the largest similar K number of users. Studies performed

by Herlocker et al. [14] showed that range of 20 to 50 will be sufficient for neighbor selection.

5. Results

In this section we present the performance evaluation of candidate techniques that can be used in our recom-

mendation system and provide overall recommendation system performance.

5.1. Comparison of color quantization methods

First of all we should choose the appropriate image analysis method that captures the color content of the image.

For this purpose, three different methods have been evaluated. These are scalar quantization, the median cut

algorithm, and the octree algorithm.

Figure 3. A sample image uploaded by a user.

Table 1 provides information about the image in Figure 3. In Figures 4–6, scalar quantization results of

the image shown in Figure 3 are given. The algorithm applies different scalar values.

Table 1. Image information of Figure 3.

Height Width Total number of colors Number of single colors
172 239 41,108 25,354

Table 1 provides the height, weight, total number of colors, and number of single colors for the image.

The total number of colors means the number of colors in the total pixels in the image. The number of single

colors means the number of different colors in the total number of pixel colors.

The pixels’ R, G, and B values are divided into 51 and rounded to an integer value. As a result of this

process, the 8-bit R, G, and B values are reduced to 3-bit. There are 28 = 256 states for R, G, and B, but

at the end of the process the states will be reduced to 23 by dividing to 26 > 51 > 25. Meanwhile, 4, 8,

and 16 granularity values are selected for the pixel scanning process. Granularity is the value of jump at the
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pixels selected for the color quantization algorithm. For a granularity value of 4, more pixels will be processed

compared to a granularity value of 8. After the quantization process, a histogram is created by counting the

new pixel color values of the image.

Figure 4. Image analysis according to the scalar value of 51.

Figure 5. Image analysis according to the scalar value of 17.

Figure 6. Image analysis according to the scalar value of 5.

The histogram sorts the colors according to the color intensity. As shown in Figures 4–6, colors are

ordered from left to right and ordered from most intense to less intense. One of the purposes of the analysis is

to obtain intense colors more quickly by reducing the analysis time. For various quantization methods, mean

squared error (MSE), execution time, and memory usage analysis results are summarized in Table 2.

Table 2. Comparison of quantization algorithms.

MSE Time (ms) Use of memory (MB)
Scalar quantization 33,515.14 2625 1607
Octree quantization 6676.47 11,347 21,120
Median cut quantization 11,825.23 5786 30,118

According to test results, we need more processing time and more memory for the best quantization

result on the mobile phone. However, using more memory and time is a failure in terms of performance for

the quantization algorithm developed for mobile phones. Although the octree and median cut algorithms gives

good results, in terms of color content, they require more memory and run-time. Obtaining intense colors is

more important than image quality for the developed mobile application and so using the scalar quantization

algorithm is more efficient in terms of time and memory usage.

In Table 3, the scalar quantization algorithm’s MSE, PSNR, and time values are shown for different scalar

values of 5, 17, and 51. In addition, 4, 8, and 16 granularity values are also taken into account. According

to Table 3, if we compare the granularity values, the smaller scalar values correspond to larger PSNR values

for the same granularity value. When the scalar value is fixed, choosing a large granularity value gives larger

PSNR values. However, the processing time is reduced with increasing granularity values. Therefore, while

applying the scalar quantization algorithm, we used a scalar value of 51 and a granularity value of 16 in our

recommendation system.
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Table 3. Scalar quantization analysis results.

Scalar value Granularity value MSE PSNR (dB) Time (s)

5

4 0.189 55.353 0.010217
8 0.050 61.127 0.000250
16 0.013 66.718 0.000067

17

4 2.251 44.606 0.000952
8 0.568 50.580 0.000250
16 0.138 56.728 0.000067

51

4 14.515 36.512 0.000952
8 3.673 42.480 0.000249
16 0.926 48.462 0.000067

5.2. Comparison of filtering techniques

We have used MovieLens data sets in order to evaluate the performance of the collaborative filtering methods.

The MovieLens data sets were created for research in Computer Science and Engineering Department of the

University of Minnesota [28]. In this study, we have used the 100K version of MovieLens. The data set is

divided into two parts. Eighty percent of the data is training data and twenty percent of the data is test data.

Five different data sets and training sets are created from this 100K data.

We have applied the Pearson correlation coefficient and cosine similarity (vector similarity) measures

given in Eqs. (1) and (2) to select the most appropriate method for calculating similarities. In order to

compare the performances of similarity measures, response times are calculated, which are given in Figure 7.

The response time of the system is an important factor since our system has to be able to handle simultaneous

recommendations to the users on the web server and mobile sides. As seen in Figure 7, the Pearson correlation

coefficient has a lower response time than the cosine similarity measure [29].
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Figure 7. Performance results for similarity methods.

After choosing a suitable similarity measure, it should be decided which method will be used in the

recommendation part. At this stage, two different methods have been considered, namely the correlation

threshold method and the K-NN method. First the K-NN method was applied to five different data sets. The

root mean squared error (RMSE) versus number of neighbors obtained using K-NN for two different similarity

measures is shown in Figure 8 and results are given in Tables 4 and 5. According to the tables the minimum

number of neighbors is obtained between 50 and 75 [29]. Although there is not a significant difference between

the RMSE values, number of neighbors K is determined as 50. This is because the developed system is an

online application and the system should make recommendations quickly. If we choose 75 neighbors it will

bring processing overhead.
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Figure 8. RMSE values for K-NN method. Figure 9. RMSE values for correlation threshold method.

Table 4. Number of neighbors with respect to RMSE

values (Pearson correlation measure is used).

Number of neighbors (K) RMSE
5 1.040622
25 0.964094
50 0.955769
75 0.958492
100 0.959755
125 0.960186
150 0.961103
175 0.961738
200 0.962139

Table 5. Number of neighbors with respect to RMSE

values (cosine similarity measure is used).

Number of neighbors (K) RMSE
5 1.010673
25 0.958405
50 0.955693
75 0.955278
100 0.956257
125 0.957220
150 0.957500
175 0.957768
200 0.958112

Table 6. Threshold value with respect to RMSE values

(Pearson correlation coefficient measure is used).

Threshold value RMSE
–1 0.964265
–0.9 0.957661
–0.7 0.955845
–0.5 0.956968
–0.3 0.957183
–0.1 0.960299
0.1 0.963352
0.3 1.013408
0.5 1.270321
0.7 1.813726
0.9 2.367137
1 2.633505

Table 7. Threshold value with respect to RMSE values

(cosine similarity measure is used).

Threshold value RMSE
0 0.958813
0.01 0.958807
0.05 0.958802
0.1 0.964412
0.3 1.847446
0.5 3.584878
0.7 3.756436
0.9 3.763345

In Figure 9, the best performance intervals obtained by the correlation threshold method are shown. The

Correlation threshold method takes into account only some of the users whose similarities are larger than the

threshold value. However, a sufficient number of the user’s neighbors may not be available with the selected

threshold value. In both the K-NN and correlation threshold methods, the cosine similarity measure is observed

to have smaller RMSE compared to the Pearson similarity measure as seen in Tables 6 and 7. However, due

to different date clusters, cosine similarity results in different RMSE values for different data clusters. Due to
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smaller response time and consistency in RMSE results, the Pearson correlation coefficient is chosen in our study.

The response time of the K-NN and correlation threshold methods using the Pearson correlation coefficient is

shown in Figure 10 [29].

As seen in Figure 10, there is a difference of 20 s between response times and this is not a significant

difference. We therefore compared both methods in terms of uncalculated scores of the products. The correlation

threshold method depends on the threshold value and uncalculated scores rose as it increased.

00:26:58

00:26:48
 

00:26:43 

00:26:47 

00:26:51 

00:26:56 

00:27:00 

T
im

e 
(h

o
u

r:
m

in
:s

ec
)

Methods  

Performance Comparison of 
the Recommendation Methods

Correlation Treshold 

Method  

K Nearest Neighbor 

Method  

–1 –0.8 –0.6 –0.4 –0.2 0 0.2 0.4 0.6 0.8 1
0

5000

10,000

15,000

 reshold value

 N
u

m
b

er
 o

f 
"

lm
s

Number of "lms not scored 

 

 

Correlation  reshold
K Nearest Neighbor

Figure 10. Timing comparison for recommendation
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Figure 11. Score values that are not calculated.

K-NN is insensitive to the threshold value. As seen in Figure 11, the number of users with uncalculated

score values obtained by the K-NN method is always 42 regardless of the threshold value. In the correlation

threshold method, although there are enough neighbors of recommended users, if the similarity among neighbors

remains under the threshold value, scores cannot be calculated [29].

5.3. Overall system performance

In information retrieval, a ranked list of documents is often evaluated using precision, recall, or the F1 measure.

These measures have also been used by a number of researchers to evaluate recommender systems [30–32].

Precision is the ratio of relevant items recommended to the total number of items recommended. Recall is the
ratio of relevant items recommended to the total number of relevant items that exist. The two measures are
inversely related and are dependent on the length of the recommendation list [10]. However, if the list size

increases, precision and recall values will conflict, and so the F1 measure arose. The F1 measure uses both

criteria equally. Calculation of these criteria are shown in Table 8.

Table 8. Measure of evaluating recommendation [10].

Measure Formula

Precision
|{ relevant documents }

∩
{ retrieved documents }|

|{ retrieved documents }|

Recall
|{relevantdocuments}

∩
{retrieveddocuments}|

|{ relevant documents }|

F1 2 ∗ Precision × Recall

Precision + Recall
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Performance of the proposed recommendation system is evaluated using the F1 measure. Accuracy of the

recommendation is obtained as 90.148%. Calculations were made according to the K-NN and Pearson similarity

methods. We can also evaluate system performance with different methods such as response time, which takes

into account the elapsed time for calculating the recommendation using the training set. Response time of our

system is approximately 35 min and this result shows that the system makes a recommendation to a user in

approximately 0.06 s. If we consider that our application is web- and mobile-based, the system responds to

users very quickly.

6. Conclusions

In this paper, a mobile and web application-based recommendation system has been proposed, and its imple-

mentation has been given for indoor decoration. We have presented the methods used for the mobile part

and the web part of the system. The performance of the K-NN and correlation threshold methods as second-

stage filtering (collaborative filtering) has been evaluated for the feasibility of implementing them into our web

application part.

Results have shown the feasibility of using the K-NN method with the Pearson correlation coefficient.

We have also compared the image quantization algorithms, and the scalar quantization algorithm was found to

be most suitable in terms of implementation time and memory usage for a mobile device in our system.

In a further study, the system can be improved by incorporating a content-based filtering method in

the recommendation engine. The main features and labels of the products can be used by this method at the

expense of complexity in the system. Users can also be grouped taking into account various features in the

product selection, and later while calculating the similarities, the users only in the same group can be taken

into account.
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[26] F. Kaya, İşbirlikçi Filtrelemeye Dayalı Web Tabanlı Öneri Sistemi Geliştirilmesi, MSc, Kocaeli University, Kocaeli,

Turkey, 2012 (in Turkish).
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