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Abstract: In order to achieve maximum efficiency, a maximum power point tracking (MPPT) scheme should be applied

in photovoltaic systems. Among all the MPPT schemes, the chaos optimization scheme is one of the hot topics in recent

years. In this study, a novel stepped-up chaos optimization algorithm is presented. A chaos mapping xn+1 = µ sin(πxn)

is used as a chaos generator to produce a chaos variable. In the process of MPPT, a coarse search is done to find the

current optimal solution in a certain range, and then a fine search reduces the space of optimized variables. Compared

with the algorithm of traditional chaos searches, the proposed algorithm is more accurate and can respond quickly.

Simulation and experimental results confirm the goodness of the proposed algorithm.
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1. Introduction

Photovoltaic (PV) power generation technology is one of the most important researches in the field of renewable

energy, which is significant in theory and practice to mitigate the worldwide energy crisis. The output power of a

PV array may vary with solar irradiance, environmental temperature, and load; therefore, maximum power point

tracking (MPPT) technology is needed to bring the efficiency of PV arrays into full play [1,2]. It is well known

that the output characteristics of PV arrays, which depend on solar irradiance and environmental temperature,

are complex and nonlinear. It is difficult to find the mathematical model accurately, and it is also a challenge for

a PV system running in an optimum state. Over the past decades, a large number of MPPT methods have been

proposed and implemented, including the voltage feedback method [3], perturbation and observation (P&O)

method [4,5], power feedback method [6], incremental conductance method [7,8], optimal gradient method [9],

artificial neural network method [10], PID/fuzzy control methods [11,12], intermittent control scanning method

[13], three-point-weighting method [14], evolutionary algorithm method [15,16], artificial neural network method

[17–19], and so on. Every method has its own advantages and disadvantages in enhancing the precision and

speed of MPPT control to a certain degree.

Chaos optimization search as a novel method of global optimization has attracted much attention in

nonlinear fields [20]. In a traditional chaos optimization algorithm, a single carrier is usually applied to generate

the iterative sequence, and then the algorithm can jump out of local maxima effectively. However, the traditional

chaos algorithm is usually of low efficiency because it may take a long time to reach the optimal operating
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point at some special state. That means it cannot provide enough speed for the MPPT of PV systems.

In order to improve the efficiency of chaos search and overcome the blindness of traditional chaos search,

several improved methods have been researched, as follows. Zhou et al. [21,22] proposed a dual carrier chaotic

method, selecting two different chaos generations to produce chaos variables. According to the PV system

simulations and experiments under different circumstances, this method showed wonderful control effects and

robust characteristics. Wang et al. [23] presented a two-stage chaos optimization method. The process of chaos

optimization search was divided into two stages: the first stage was based on improved logistic mapping to

produce chaos variables and give full play to the ergodicity; the second stage was based on the power function

carrier to get a refined search. In this paper, a stepped-up chaos optimization algorithm is applied in the

MPPT of a PV system. It applies chaos theory and the iteration formula to produce random and ergodic chaos

variables, using them to search for the optimal value in arbitrary precision in continuous variable space. The

chaos optimization algorithm is a stochastic search algorithm that differs from all of the existing evolutionary

algorithms.

2. PV cell model and characteristics

In the single-diode equivalent model, the individual PV cell is ideally modeled as a current source connected in

parallel with a diode, a series resistance, and a shunt resistance, as shown in Figure 1.
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Figure 1. Equivalent circuit of a PV cell.

PV cells are series-connected or parallel-connected to reach the desired voltage and power. Assuming

that a PV array consists of NS PV cells connected in series and Np cells connected in parallel, and neglecting

the influence of the shunt resistance Rsh , the VPV − IPV characteristic of a PV array can be described by the

following equation [24]:

IPV = NpIph −NpIsat

(
exp

(
q (VPV /NS + IPV Rs/Np)

nkT

)
− 1

)
, (1)

where Iph is the light-generated current, Isat denotes the reverse saturation current, Rs is the series resistance

of the PV module, n is the diode ideality factor, k is Boltzmann’s constant, T is the cell absolute temperature,

and q is the electron charge; their values can be referenced in [17,19].

It is straightforward to obtain the PV array power:

PPV = NpIphVPV −NpIsatVPV

(
exp

(
q (VPV /NS + IPV Rs/Np)

nkT

)
− 1

)
. (2)

From Eqs. (1) and (2), it is clear that the output characteristics of the PV array are highly nonlinear, affected by

the variation of internal parameters and external environmental factors such as light-generated current, reverse

saturation current, series resistance, temperature, irradiance, and load.
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The current–voltage (IPV −VPV ) and power–voltage (PPV −VPV ) curves of the PV array under different

irradiances are shown in Figures 2a and 2b. The IPV − VPV and PPV − VPV curves of the PV array under

different environmental temperatures are illustrated in Figures 2c and 2d. Obviously, the maximum power

changes along with the variation of irradiance and temperature. Furthermore, there exists a unique operating

point where the PV array has a maximum power output.
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Figure 2. (a) IPV − VPV and (b)PPV − VPV curves of PV module under different irradiances. (c) IPV − VPV and

(d)PPV − VPV curves of PV module under different environmental temperatures.

3. Chaos optimization search

3.1. Chaos mapping

In most of the chaos optimization algorithms, chaos variables are generated by logistic mapping [22,23], but the

uneven distribution (denser at the ends and sparser in the center) will weaken the ergodicity of chaos variables.

To overcome this problem, a new chaos mapping is given here, as demonstrated in Eq. (3):

xn+1 = µ sin(πxn) n = 1, 2, 3..., (3)

where µ is a control parameter. Setting µ= 2, Eq. (3) is completely in chaos condition, and xn is ergodic

within [–2, 2]. The bifurcation diagram of xn+1 = µ sin(πxn) is shown in Figure 3a. Using the iterated function,

any variable in the optimization space can be obtained, as depicted in Figure 3b.
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Figure 3. Bifurcation diagram and iterative sequence of xn+1 = µ sin(πxn) mapping: (a) bifurcation diagram,

(b) iterative sequence (µ = 2).

3.2. Chaos optimization search for MPPT

The chaos optimization method is an effective way to solve the optimization problem of a nonlinear multimodal

function with boundary constraint. The function can be described as follows [25]:

f = f(x∗
i ) = max f(xi) i = 1, 2, 3...N xi ∈ [ci, di], (4)

where xi is an optimization variable, a vector whose dimension is equal to the parameter number of the

optimization problem. Here it represents the output voltage of the PV array. ci and di are the lower and

upper limits of xi ; N is the number of xi ; f(xi) is the mathematical model of optimization problems, which is

equivalent to the fitness function. In this paper, it is the output power of the PV array. f(x∗
i ) is the maximum

output power of the PV array, and x∗
i is the output voltage of the maximum power point.

It is difficult for the traditional chaos search, which is related to the complexity of the objective function,

to determine the time of the search. Therefore, the traditional chaos search cannot guarantee the quality of

the search [26,27]. In this paper, in order to make the chaos search more efficient, a new stepped-up chaos

optimization method is proposed: the rough search is used to find the current optimal solution in a certain

range; the fine search is used to reduce the search space of optimized variables and improve the convergence

speed. The proposed chaos search algorithm is described as follows:

Step1: Initialization

Set k = 0, k′ = 0, c = 0, d = 50, p∗ = 0, and r = 0. k is the number of iterations in the coarse search,

k = 0, 1, 2, · · ·, n . k′ is the number of iterations in the fine search. c and d are the lower and upper limits of

the output voltage range, respectively. p∗ is the objective function; here, it is the maximum output power of

a PV array. r is the number of iterations while p∗ is kept at a constant value. xi(0) are the different initial

values within [–2, 2], i = 0, 1, 2, · · ·,m .

Step2: Mapping chaos variables to optimization variables

The chaos variable xi(k) ∈ [−2, 2] produced by Eq. (3) must be transformed into the solution space

(namely, the output voltage range of PV array), and the transform equation can be described as follows:

x′
i(k) = ci + di

(xi(k) + 2)

4
, (5)
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where ci and di are the parameters whose initial values are related to [c ,d ], and c and d are the boundary

values of output voltage as previously mentioned. The initial values of ci and di can be written as follows:

ci = c; di = d− c. (6)

Step3: First chaos optimization search (coarse search)

If p(k) > p∗ , then p∗ = p(k), x∗
i = x′

i(k), or else abandon x′
i(k), r = r + 1. Then k = k + 1, loop until

r > 6or k > 100.

Step4: Second chaos optimization search (fine search)

Take x′′
i (k

′) as a new chaos variables according to Eq. (7), where x∗
i is the current optimal solution of

the first chaos optimization search, hi is the regulation constant of the fine search, and x(k′) is a chaos variable

produced by Eq. (3). If p(k′) > p∗ , then p∗ = p(k′), x∗
i = x′′

i (k
′), or else abandon x′′

i (k
′), r = r + 1. Then

k′ = k′ + 1, loop until r > 6or k > 100.

x′′
i (k

′) = x∗
i + hi × x(k′)

Step5: Reduce search space and improve convergence speed

Take the current optimal solution x∗
i as the center, adjusting the boundary value of c and d to reconstruct

the value range of optimization variables. The process is as follows:

Suppose the distance Lxc = x∗
i − c and Lxd = d−x∗

i . In the next search, the new search space is [c′ ,d′ ],

the center is x∗
i , and the radius is min (Lxa, Lxb)/α . Then:

c′ = x∗
i −min(|c− x∗

i | , |d− x∗
i |)/α,

d′ = x∗
i +min(|c− x∗

i | , |d− x∗
i |)/α, (7)

where α is a constant , α ≥ 1. According to Eq. (6), the new values of c′i and d′i can be written as follows:

c′i = c′; d′i = d′ − c′. (8)

According to Eqs. (7) and (8), we can get:

c′i = x∗
i −min(|c− x∗

i | , |d− x∗
i |)/α,

d′i = 2×min(|c− x∗
i | , |d− x∗

i |)/α. (9)

Consider the following:

c = ci; d = ci + di.

The equation for reducing the search space is:

c′i = x∗
i −min(|ci − x∗

i | , |di + ci − x∗
i |)/α,

d′i = 2× (min(|ci − x∗
i | , |di + ci − x∗

i |)/α), (10)

hi = hi/β,

where α and β are constants. Here, α = β = 2.1. Then go to Step2.

Step6: If the number of loops l is greater than 3, then stop the chaos search process. Finally, x∗
i is the

optimal output voltage at the MPP, and p∗ is the maximum output power.

The block flow diagram of the MPPT process is depicted in Figure 4.
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Figure 4. Block flow diagram of MPPT.

4. Simulation experiment

4.1. Simulation model

According to the mathematical model, the model of a PV cell is built by MATLAB/Simulink, as shown in Figure

5. The simulation prototype is the single-crystal silicon whose type is JSM120W, made by JESENSOLAR,

Qingdao. The parameters are given as follows: STC (Standard Test Condition: solar irradiance is 1000 W/m2 ,

environmental temperature is 298 K) open-circuit voltage Uoc,ref = 52.1 V; STC MPP voltage Ump,ref =

44.5 V; STC short-circuit current Isc,ref = 2.92 A; STC MPP current Imp,ref = 2.64 A; short-circuit current

variation coefficient with change of temperature µI,ref = 0.12%/◦C = 0.003504 A/◦C; open-circuit voltage

change of temperature µv,ref = –126.79 mV/◦C.

To adjust the PV array output voltage for maximizing the solar power generation, a DC/DC boost

converter is connected in the PV system as shown in Figure 6.
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Figure 5. The simulation model of a PV array.

Figure 6. The block diagram of a PV system comprising MPPT and boost converter.

4.2. Tracking simulation of step response

Comparing the results of the proposed method with the traditional single carrier chaos search and P&O search,

which are commonly used, the step response tracking results are shown in Figure 7. According to the simulation

results, in Figure 7a, the P&O search tracked rapidly; it takes less than 0.02 s to reach the operating point, but

it has an inherent voltage ripple on the output of a PV system. In Figure 7b, the single carrier chaos search

tracked steadily but slowly, at more than 0.07 s, and in Figure 7c, the proposed method just needed about 0.03

s to reach the tracking object and make the system operate steadily.

4.3. Simulation results

4.3.1. Simulation with rapid change (step change)

The output performances of the PV array under rapid changes are shown in Figures 8–11. Figure 8 shows the

simulation of irradiance increase: at the beginning, the irradiance is 700 W/m2 , and output power is controlled

at 75.82 W (40.02 V, 1.893 A). At t = 1.25 s, a step change is added, and the irradiance is changing from
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700 W/m2 to 800 W/m2 while the output power is promptly varying to 89.81 W (41.90 V, 2.145 A). At t =

2.5 s, the irradiance is changing from 800 W/m2 to 900 W/m2 and the output power is rapidly turning into

103.51 W (43.71 V, 2.373 A); at t = 3.75 s, the irradiance is changing from 900 W/m2 to 1000 W/m2 and the

output power is quickly rising to 116.11 W (44.71 V, 2.597 A). Figure 9 shows the simulation results under the

irradiance decrease condition, where the changing trends are opposite those in Figure 8. When the irradiance

is 1000 W/m2 , the output power is about 116.11 W (44.71 V, 2.597 A), which is close to STC MPP (44.90 V,

2.589 A), and the error is 0.12% (compared with the STC MPP 116.25 W).
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Figure 7. Tracking control results diagram of step response by some methods: (a) P&O, (b) single chaos, (c) stepped-up

chaos.

Figures 10 and 11 show the output performance of the PV array under rapid temperature change while

the irradiance is 1000 W/m2 . Figure 10 shows the simulation results of temperature rising: the temperature is

changing from 273 K to 283 K at t = 1 s, changing from 283 K to 293 K at t = 2 s, and changing from 293 K

to 303 K at t = 3 s, and then it continues changing from 303 K to 313 K at t = 4 s. Figure 11 illustrates the

simulation results of the temperature dropping; the simulation shows a contrary tendency to Figure 10.

4.3.2. Simulation with slow change (sinusoidal variation)

Figures 12 and 13 show the output performance of the PV array with the slow change of irradiance and

temperature. In Figure 12, the temperature remains constant at 298 K, and the irradiance has a sinusoidal

change whose period is 5 s. In Figure 13, the irradiance remains constant at 1000 W/m2 , and the temperature

also has a sinusoidal change from 273 K to 313 K.
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Figure 8. Simulation results with irradiance increasing rapidly (T = 298 K): (a) voltage, (b) current, (c) power.
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Figure 9. Simulation results with irradiance decreasing rapidly (T = 298 K): (a) voltage, (b) current, (c) power.
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Figure 10. Simulation results with temperature dropping rapidly (G = 1000 W/m2) : (a) voltage, (b) current, (c)

power.
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Figure 11. Simulation results with temperature rising rapidly (G = 1000 W/m2) : (a) voltage, (b) current, (c) power.
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Figure 12. Simulation results with irradiance changing slowly: (a) voltage, (b) current, (c) power.
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Figure 13. Simulation results with temperature changing slowly: (a) voltage, (b) current, (c) power.
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From Figures 8–13, we can see that, while the environmental conditions change, the voltage and current

of the PV array quickly respond and overshoot less; the PV system will rapidly track the change smoothly and

ultimately steadily around the new MPP.

5. Conclusion

A stepped-up chaos optimization algorithm that is the first to apply MPPT for a PV system has been proposed.

In this paper, xn+1 = µ sin(π xn) is adopted as the carrier to produce chaos variables. Comparing the results of

MPPT with the traditional single chaos and P&O methods, the proposed algorithm may increase the efficiency

of the chaos search and overcome the blindness of the traditional chaos search. The simulation model is built
by MATLAB/Simulink. Compared with the theoretical value of maximum output power of the PV array, the

error of the proposed method is about 0.12%, and the proposed method has fast tracking response and valuable

performance. In a sequel paper, we will provide experimental results of MPPT under the proposed method.

Acknowledgments

This work was supported by the National Natural Science Foundation of China under Grant 61471224 and by

the Union Innovation Funds Project of Jiangsu Province, China, under Grant BY2013068.

References

[1] Enslin J. Maximum power point tracking: a cost saving necessity in solar energy systems. Renew Energ 1992; 2:

543–549.
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