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Abstract: Key establishment proves to be a challenging problem in wireless sensor networks. A key establishment

scheme needs to incorporate properties like scalability and energy efficiency. We propose a scheme that, besides enjoying

a desirable scalability, consumes resources according to attack probability within each region. In this scheme, the

distribution area is divided into regions of varying attack probability. It is assumed that the adversary is storage bounded

and that not all communications can be stored by the adversary. This scheme is highly resistant to node compromises

and there is an extremely low probability of discovering the key by the adversary in the case of eavesdropping. The

results of probabilistic analysis and simulation analysis suggest that the scheme provides desirable efficiency and that

the level of energy consumed by the scheme remains constant, regardless of changes in the size of the network.
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1. Introduction

Wireless sensor networks (WSNs) are weak equipment that, without a definite infrastructure, together forms a

network. Such equipment is commonly distributed in irregular patterns bereft of protection and hence directly

exposed to attacks [1].

One of the major security issues in WSNs concerns key establishment, since other security services like

authentication and confidentiality rely on a secure key for communication. The links between sensor nodes and

aggregation nodes are assumed to be secure. Here, to ensure confidentiality of the traffic between sensor nodes

and aggregation nodes, an appropriate key distribution mechanism should be employed [2]. In designing an

appropriate key distribution scheme in these networks, energy consumption, computing power, and memory

storage need to be taken into consideration.

In the present study, the storage-bounded model [3] is used. It is typically assumed that the adversary is

able to eavesdrop on all radio communications. We, however, suggest that this may not hold true in all cases.

Due to the limited coverage area of a sensor, its poor radio quality, or the adversary’s engagement with another

sensor, the adversary cannot pick up all the messages exchanged by sensors. It is conceptually assumed that

the adversary is storage bounded; thus not all communications can be stored by the adversary [4].

Drawing on the storage-bounded model, a method is proposed in this study that is grounded on the adver-

sary’s inability to eavesdrop communications. In order for energy consumption in a region to be proportionate

to attack probability in that region, the method was designed in a group-based fashion, so that based on attack
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probability in each region, sensors regulate algorithm parameters. In this method, a priori sensor deployment

knowledge and pre-distribution are not required and key-sharing probability between two neighboring sensors

is close to 1.

The remainder of this paper is organized as follows: the used metrics and notations are presented in

Section 2, Section 3 reviews contributions in the field, the proposed method is introduced in Section 4, security

properties of the method are discussed in Section 5, Section 6 provides a simulation to evaluate efficiency using

the NS simulator, and finally the study is concluded in Section 7.

2. Evaluation metrics and notations

To evaluate the efficiency of the proposed method, as compared to other methods, four metrics were considered:

• Security – To evaluate the security of the method two issues were examined: key-sharing probability

between two sensors and probability of eavesdropping on a shared key.

• Storage overhead – In sensor networks, as sensors are inexpensive and small devices, their storage space is

limited. Thus the algorithms designed for such networks should function efficiently when using memory.

• Communication overhead – The number of broadcasted bits and the traffic imposed on the network should

also be computed by algorithms with information exchange, since they exert direct effect on other functions

within the network.

• Energy – As sensors, which are battery powered, are energy constrained, energy consumption is a major

concern in WSNs. Exchanging information and performing computations drain the battery. The algorithm

should be designed in a way that consumes minimum energy possible.

• Scalability – A change in the size of the network should not reduce the efficiency of the algorithm. The

algorithm must, instead, perform well for any number of sensors.

We summarize in the Table the main symbols that we use in the remainder of this paper.

Table. Summary of notations.

N The number of sensors in the network
η The number of bit strings stored in sensor
σ The ratio of shared neighboring nodes to total neighboring nodes
P The probability of store string by each sensor
β Repetition frequency of algorithm
γ The probability of receiving string by each sensor
∆ Adversary’s probability of eavesdropping on bit string
S The set of bit strings stored in each sensor

3. Literature

A variety of key distribution schemes have been thus far proposed in the sensor networks literature, a couple

of which were reviewed in [4,5]. One of the preliminary methods was introduced by Blom [6], where a third

party node imbeds pre-distribution symmetric matrices in sensors. As a result, both sensors could reach the

secret shared key, using these matrices. Blundo et al. [7] proposed an alternative method that shares its basis

with Blom’s; however, in this method matrix calculations are substituted by bivariate polynomial calculations.
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Yet these methods are not exclusive to WSNs. Designed primarily for WSNs, the random key pre-disposition

(RKP) technique was first proposed by Eschenauer and Gligor [8]. In this method, each sensor node has a

key ring consisting of randomly chosen keys from a pool of keys, which in the key pre-distribution phase, are

loaded into each sensor node. Once two sensors wish to communicate, they can discover the shared key through

searching common keys in their key rings.

The bulk of proposed methods like [9–12] have been products of an alteration in or a merger between the

above-mentioned methods, thus mounting resistance to various attacks such as node compromise. The attack

probability-based key distribution scheme [13–15] is a variant of group-based schemes that, by introducing a

change in Eschenauer and Gligor’s [8], applies more protections with greater efficiency [4]. In this scheme,

the distribution site is divided into regions of varying attack probability. With the consideration of attack

probabilities, the number of keys stored on each sensor node will be increased or decreased.

Tsai et al. [16] proposed two key establishment schemes in which it is assumed that the adversary is

storage bounded and that not all communications can be stored by the adversary. In these schemes, key pre-

disposition is not required. In the first scheme, there are some nodes denoted as beacons that broadcast random

bits that are then randomly received and stored by each sensor. Two neighboring sensor nodes use common bit

strings to establish their shared key. In this case, as the adversary is storage constrained, it cannot store all

the strings and infer the shared key. The second scheme is similar to the first one with the difference that each

sensor can play the role of a beacon node in the network. Our proposed scheme is comparable to the latter,

though more efficient and secure.

4. The proposed scheme

We assume that sensors are randomly distributed in the network with no pre-distribution. It is further assumed

that the adversary is present in the entire network with varying ability to eavesdrop in each region and so

incapable of picking up all message exchanges.

In the proposed scheme, each sensor broadcasts random bit strings for its neighbors. As shown in Figure

1, any two sensors that are within communication range share at least a common node. Using bit strings

received from their neighbors, the two sensors establish their shared key.

Figure 1. Deployment of sensor nodes in a field. Sensor nodes broadcasting random bits.
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4.1. Method

As illustrated in Figure 2, the distribution area is divided into several regions and each sensor is deployed based

on the desired security and efficiency within a particular region. Such deployment is made according to the

change in potentiality of storing bit strings by each sensor in each region. Sensors that are in communication

range establish the shared key (Figure 3).

0.23  0.34  0.8  0.7  

0.5  0.3  0.64  0.1  

0.25  0.95  0.21  0.43  

0.34  0.41  0.77  0.54  

Figure 2. An example of attack probability on a region.

1. Each Vi, n > i > 0, broadcasts bit strings within the network. 

2. Each Vi, n > i > 0, stores received string with probability Pi. 

3. Once the number of strings stored in Vi reaches , Vi informs 

its neighbors. 

4. Both Vi an Vj do the following. 

a. Switch sets Si and Sj. 

b. Let Sij = Si !  Sj = {s1, s2, …, sl}. compute ki,j,  = H(rs1 rs2 

… rsl), store ki,j, . 

c. Compute Ki,j = (ki,j,1|ki,j,2| … |ki,j, ), if |Ki,j| < k, go to 1. 

d. Erase the stored parameters from its memory. 

Figure 3. Steps of establishing shared keys between sensor nodes.

The whole concept is that each sensor starts sending α random bit strings into space. Receiving bit

strings from their neighbors, the sensors store them with probability p . After storing η bit strings, each sensor

signals the neighbors that it has exhausted its memory storage. Once it recognizes that all neighbors have

exhausted their memory storage, the sensor stops broadcasting random bit strings. If two sensors want to

establish the shared key, they need to exchange their node IDs. Two sensors establish the shared key K ij

through combining and taking the hash of common bit strings S ij .

If the number of common bit strings is small i.e. S ij < l, the two sensors save the value in this phase,

inform neighbors, and repeat the above algorithm. The two sensors repeat the process until achieving a shared

key.

5. Security analysis

The security properties of the proposed scheme were evaluated on three grounds: the probability of two sensor

nodes sharing a key, the probability that the adversary discovers the key in the case of eavesdropping on message

exchanges within the network, and examining security advantages of the scheme over Tsai’s.
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5.1. Probability of establishing shared keys

There are η bit strings stored in each sensor. It is also possible that the algorithm is repeated β times until

the common bit strings outnumber the minimum number possible. The existence of bit strings in the two

sensors can be verified using a Bernoulli distribution (whether the string is common or not). Thus there is β .η

independent Bernoulli. The Chernoff bound was used to examine the probability of existing shared keys. Let

X1 ,...,Xn be independent random variables. They need not have the same distribution. Assume that 0 ≤ X i ≤
1 always, for each i. Let X = X1 +. . .+ Xn . Write µ = E[X] = E[X1 ] + · · ·+ E[Xn ]. Then for any ε ≥ 0,

Pr[X ≤ (1− ε)µ] ≤ exp(
ε2

2
µ) (1)

In the network, there is a possibility that, due to some reasons like interference, noise, or busy sensor, the

broadcasted message is not received by the sensor. Therefore, this possibility needs to be considered in

calculations.

In sensors i and j different parameters are considered, including the ratio of common nodes to total nodes

of neighboring sensors, probability of storing a string by the two sensors P i and P j , and probability of receiving

a string by each sensor. As a result, the probability of a common string in each examination is as follows:

θ = Pi.Pj .γ.σe
−k/4 (2)

Suppose that each bit string is X i and consider E (X i) = θ , 0 < i < β .η ; then we would have E(
∑β.η

i=1 Xi) = θ.β.η .

If the value of 2k is considered the average number of common keys (mathematic expectation), then algorithm

loop count is β = 2k
ηθ . Through the use of the Chernoff bound technique, the probability that the number of

common bit strings between sensors v i and v j is smaller than k is as follows:

Pr(Si ∩ Sj < k) = e−k/4 (3)

If the two sensors have properties of k = 128, η = 200, P i = P j = 0.8, γ = 0.98, and σ = 8/10, then the

probability of an existing common string is θ = 0.49, algorithm loop count β = 3, and the probability that the

number of common bit strings between sensors is larger than k = 128 would be equal to 1-e−k/4 ≈ 1.

5.2. Probability for the adversary to discover the key

To calculate the probability of discovering the key, it is supposed that all bit strings broadcasted by common

neighbors of the sensors v i and v j (that result in establishing a shared key between the two sensors) are sent

from a single source. We suppose that the adversary can receive τ = δα out of α random bit strings. Then,

using the Chernoff bound technique, the probability of discovering the key by the adversary can be calculated.

The following lemma presents this calculation. Here, set B refers to common bit strings between sensors v i and

v j , and its length is l = 2k:

Lemma ([16]): Let Abe a fixed subset of {1, 2, . . ., α} with |A | = τ and B, |B | = l << τ , a multisubset

randomly chosen from {1, 2, . . ., α} with replacement. It holds that

Pr[|A ∩B| ≥ (δ + ε)l] ≤ e−lε2/(3δ) (4)

If k = 128, δ = 3.5, and ε = 1.4, then we will have

Pr[|A ∩B| ≥ (17/20)l] < e−8.8
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Under such conditions, the adversary will not have (1-δ -ε)1 ≈ 38 common bit strings between two neighbor

sensors and the probability that it knows more bit strings will be e−8.8 .

Unlike the method proposed by Tsai [16], in which the value of δ is constant, in our proposed scheme

this value is associated with the probability of key storing in sensors (P i). The higher the probability of key

storing in a region, the heavier the traffic in that region, thus the more limited the ability of the adversary to

eavesdrop. As a result, given the segmentation of the sensing region, it is possible to reduce the value of P in

each region that is more likely to be attacked by the adversary.

In the Tsai method [16], the adversary could pick up the entire bit strings through compromising the

beacons (nodes that broadcast bit strings) or forging their identity. In our proposed method, however, this

is done by all sensors, preventing the adversary from sending fake bit strings. Further, although in the Tsai

method the adversary could sit on the beacon and eavesdrops on all messages sent by the beacon, this is not

the case in our method.

6. Simulation and efficiency

The proposed method was simulated using the NS2 simulator, the results of which were used to evaluate the

method. The following is an analysis of the results in terms of different parameters, including storage overhead,

communication overhead, energy consumption, and scalability.

1) Storage overhead: The space needed by the method in each algorithm run is η and after running the

algorithm the values in the algorithm are cleared. Based on the simulation results, storage overhead in

the method will be O(1).

2) Communication overhead: Communication overhead in this method will not change as the number of

sensors within the system changes. It will also undergo a minor change as the network density changes

(increase or decrease in the number of neighboring sensors). Communication overhead in this method

is directly related to the probability of key storing in each region. As the key sharing probability is

decreased, the sensors need to distribute more bit strings. Figure 4 illustrates the changes in the degree

of information exchange according to the key storing probability. As shown in the figure, each sensor

stores up to 200 bit strings. Here the graph shows the number of packets sent by a senor with varying

probabilities. According to applied segmentation, through increasing the storing probability in regions

that are less likely to be attacked, a lighter traffic can be imposed. The number of packets sent in each

region can be achieved by computing ( η
p ).γn

′ . As the number of broadcasts increases, the probability of

receiving broadcasted information (γ) is slightly decreased. This is primarily due to the fact that sensors

broadcast a large number of packets in a nonconnection-oriented manner in a short time, which causes

interference.

3) Energy consumption: Evidently, the transmitter is one of the most energy-consuming apparatuses in

sensors. Energy consumption in this method is thus dependent on the number of broadcasts within the

network [17]. Consequently, it can be inferred that energy consumption is also directly related to the key

storing probability (p). Figure 5 shows the level of energy consumption in a sensor according to different

attack probabilities. As shown, as attack probability increases, energy consumption goes up. Unlike Tsai’s

method in which energy consumption is the same in the entire network, in our method, considering the

segmentation of the sensing region, in case where high security is not required, the number of broadcasts
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can be reduced by increasing the value of p (storing probability), thereby reducing power consumption.

Yet a further possibility is that based on the attack probability and power level of their batteries, the

sensors could appropriately tune the algorithm to prolong the network lifetime.

4) Scalability: Given the issues discussed above, it can be observed that in the method none of the mentioned

parameters (storage overhead, communication overhead, and energy) is related to the number of sensors

and that the values of the parameters are constant regardless of the number of sensors. It is thus safe to

say that the method is not limited in terms of scalability. Moreover, the simulation yielded uniform results

and an increase or decrease in the number of sensors did not bring about any change in the efficiency of

the algorithm.
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Figure 4. Total number of packets transmitted in each

loop according to the key storing probability.

Figure 5. Energy consumption according to the attack

probability.

7. Conclusion

This paper proposes a novel location-based key distribution scheme. Based on the storage-bounded model and

segmentation of distributing regions, the scheme offers desirable efficiency with a high degree of security. It

was shown that the scheme is resistant to node compromises and that there is an extremely low probability

of discovering the key in the case of eavesdropping. Drawing on these properties, this will be an efficient key

distribution scheme in WSNs.
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