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#### Abstract

This paper presents a new metaheuristic algorithm based on the artificial bee colony (ABC) algorithm for multiobjective optimization problems. The proposed hybrid algorithm, an improved bee colony algorithm for multiobjective optimization called IBMO, combines the main ideas of the simple ABC with nondominated sorting strategy corresponding to the principal framework of multiobjective optimization such as Pareto-dominance and crowding distance. A fixed-sized external archive to store the nondominated solutions and an improvement procedure to promote the convergence to true Pareto front are used. The presented approach, IBMO, is compared with four representatives of the state-of-the-art algorithms: NSGA2, SPEA2, OMOPSO, and AbYSS. IBMO and the selected algorithms from specialized literature are applied to several multiobjective benchmark functions by considering the number of function evaluations. Then four quality indicators are employed for performance evaluations: general distance, spread, maximum spread, and hypervolume. The results show that the IBMO is superior to the other methods.
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## 1. Introduction

In the real world, many optimization problems contain more than one objectives that are generally conflicting with each other to be either minimized or maximized at the same time. For example, the good design for a bridge construction is represented by lower mass and higher strength. A plane design needs to optimize fuel efficiency, weight, and cargo simultaneously. It is not possible to find a single optimal solution that can ensure compliance with all objectives. The best solution means that it is not the worst one for each objective and it is better than the others for one objective at least. In other words, an optimal solution is not dominated by any other solutions in the search space. This is called a nondominated solution or Pareto optimum, while an image formed by Pareto-optimal solutions under the space of objective functions is known as a Pareto front [1].

Definition 1. Multiobjective optimization problem (MOP) is defined as:

$$
\begin{align*}
\operatorname{maximize} / \text { minimize } y & =f(x)=\left\{f_{1}(x), f_{2}(x), \ldots f_{M}(x)\right\} \\
\text { subject to } g(x) & =\left\{g_{1}(x), g_{2}(x), \ldots, g_{J}(x)\right\} \leq 0 \\
h(x) & =\left\{h_{1}(x), h_{2}(x), \ldots, h_{K}(x)\right\}=0  \tag{1}\\
\text { where } x & =\left\{x_{1}, x_{2}, \ldots, x_{N}\right\} \in X \\
y & =\left\{y_{1}, y_{2}, \ldots, y_{M}\right\} \in Y,
\end{align*}
$$

*Correspondence: tahirsag@selcuk.edu.tr
where $x$ is set of the decision vectors, $X$ is the parameter space, $y$ is the objective vector, and $Y$ is the objective space. $g(x)$ and $h(x)$ are inequality and equality constraints, respectively.

Definition 2. Pareto dominance: Let $\vec{u}=\left[u_{1}, u_{2}, \ldots, u_{n}\right]$ and $\vec{v}=\left[v_{1}, v_{2}, \ldots, v_{n}\right]$ be decision vectors (solutions) and $\vec{u}$ dominates $\vec{v}$ is shown as $\vec{u} \prec \vec{v}$, if and only if $\forall i \in\{1,2, \ldots, n\}: u_{i} \leq v_{i} \bigwedge \exists j \in\{1,2, \ldots, n\}: u_{i}<$ $v_{i}$ and $u \neq v$.

The algorithms based on evolutionary computation (EC) are stochastic techniques that try to solve problems by using bio-inspired operators on a population of solutions. The population-based approaches can easily find multiple nondominated solutions and are able to approximate the whole Pareto front in a single run, which is an advantage for multiobjective optimization problems [2]. In the last few decades, EC has been studied for dealing with nondeterministic multiobjective optimization problems. The multiobjective evolutionary optimization algorithms (MOEAs) have become a very popular and fast-growing field [3-5].

Since Schaffer's pioneering work in 1985 [6], various MOEAs have been proposed in this field to solve several domains of science and engineering problems. Some of them are as follows: scheduling heuristics, data mining, rule extraction, assignment and management, wireless sensor network, circuit design, bioinformatics, control systems and robotics, image processing, and neural network training [7]. There are several possible ways to classify MOEAs. Coello et al. in [8] categorize the algorithms in three groups: aggregating function approaches, population-based approaches, and Pareto-based approaches. Aggregating function combines all objectives into a single one using arithmetical operations and is the oldest mathematical approach for multiobjective optimization. However, it has a poor selection pressure to obtain the whole Pareto front. Population-based approaches try to diversify the search space by generating subpopulations for each objective but they are inefficient for the concept of Pareto dominance. Pareto-based approaches use the selection process based on the concept of Pareto optimality. The most advanced and commonly used algorithms take place in this group. Some of them are the niched Pareto genetic algorithm [9], the nondominated sorting genetic algorithm (NSGA) [10] and its improved version NSGA-II [11], the Pareto archive evolutionary strategy (PAES) [12], and the strength Pareto evolutionary algorithm (SPEA) [13] and its improved version SPEA2 [14].

In recent years, one of the other popular stochastic techniques is the algorithms of swarm intelligence, inspired by collective working behaviors of social insect colonies or animal swarms. These algorithms have become very popular owing to the fact that they are simple to implement and produce good results at low computational cost. The representative algorithms of swarm intelligence are particle swarm optimization (PSO), developed by Eberhart and Kennedy in 1995 and inspired by the social behavior of bird flocking or fish schooling [15]; ant colony optimization (ACO), developed by Dorigo in 1999 and mimicking the foraging behavior of social ants [16]; and artificial bee colony (ABC) optimization, developed recently by Karaboğa in 2005, which simulates the intelligence foraging behavior of honeybee swarms [17].

ACO is a preferred method for discrete optimization problems due to its nature. In consideration of multiobjective optimization, ACO is generally applied to traveling salesman problems [18], vehicle routing problems [19], flow-shop scheduling problems [20], and portfolio selection [21].

Research has especially focused on developing multiobjective particle swarm optimization (MOPSO) algorithms due to their population-based nature and rapid convergence speed. A wide variety of algorithms are proposed in the literature [22]. The first version of PSO for multiobjective optimization based on Pareto dominance was developed by Moore and Chapman in 1999 [23]. Nondominated solutions are added to a continuously updated list, but it needs a diversification approach. Li presented a modified PSO that makes use
of nondominated sorting (NSPSO) for a better dominance comparison [24]. A combined population is composed of all pbest solutions and all recently obtained solutions. The combined population is used to update the personal best of each particle unlike a standard PSO. This method assigns the leader randomly from an external set and also makes use of the niche count and crowding distance techniques for this selection process. Sierra and Coello introduced OMOPSO, which is another remarkable MOPSO approach based on Pareto dominance [25]. This approach utilizes the crowding factor of NSGA2 to select the leader particles. In order to fix archive size, it incorporates evolutionary mutation operators with the concept of $\varepsilon$-dominance. Nebro et al.reported a comparison of the performance of the most advanced MOPSOs in the literature [26]. They proposed a new MOPSO that depends on limiting the velocity values of particles in a swarm, so as to obtain more effective solutions quickly [27]. Similar to the other MOPSOs, their proposed approach also has a mutation operator and an external set to store nondominated solutions.

On the other hand, several successful hybrid metaheuristic algorithms have been proposed for solving MOPs in the literature such as SSPMO [28], AbYSS [29], and HMOEA [30]. Molina et al. [28] incorporated the tabu search procedure into well-known scatter-search method for SSPMO. This approach includes two phases. The first is the generation of an initial solution set. The algorithm makes use of various tabu searches for selecting the best solutions for each objective. The tabu search is applied for each objective in sequence by starting at an arbitrary point. In the second phase, the solutions selected from a reference set are combined by means of scatter search. AbYSS is a hybrid metaheuristic based on scatter search that is adapted for multiobjective optimization and that includes multiobjective procedures such as Pareto dominance, density estimation, and external archive, and also makes use of evolutionary operators such as mutation and crossover. As a consequence of experiments, Nebro et al. [29] achieved fairly competitive results with AbYSS. In HMOEA, Tang and Wang [30] presented another competitive hybrid MOEA that combines the principles of PSO and multiple crossover operators for updating population. A self-adaptive mechanism is used for choosing the crossover operator and the propagating mechanism. Therefore, the diversity of the external archive is improved.

In the present study, a new multiobjective optimization algorithm within a well-constructed improvement procedure that ensures fast-converging to the Pareto front has been developed. The proposed algorithm is also easy to use, whereby it is based on artificial bee colony ( ABC ) algorithm, for which success has been reported in several studies. The presented algorithm, called the improved bee colony algorithm for multiobjective optimization (IBMO), utilizes the improvement procedure to promote the convergence to the Pareto front in both phases of employed and onlooker bees. IBMO starts with a diversification method to generate the initial swarm so that randomness can be spread over all of the search space. Furthermore, the algorithm makes use of classical multiobjective optimization concepts such as Pareto dominance and external archive (EXA) to store the nondominated solutions. In order to accelerate an iteration and reduce the number of function evaluation, the EXA is used as fixed-sized. To deal with the fixing problem, IBMO employs the crowding distance strategy of NSGA2. The crowding distance is a measure of how close a solution is to its neighbors in PF. The large average crowding distance has a better diversity in the population. IBMO is a robust and stable hybrid approach that incorporates the advantages of NSGA2 with ABC. Explicit diversity preservation and elitism components of NSGA2 are applied to a modified ABC algorithm.

IBMO was compared with other popular multiobjective optimization algorithms: NSGA2, SPEA2, OMOPSO, and AbYSS. Other algorithms and IBMO were applied to 26 benchmark functions for 25,000 and 50,000 function evaluations. Four quality indicators were employed for performance evaluations: general distance, spread, maximum spread, and hypervolume. In consideration of the evaluations, IBMO achieves well-distributed and quite promising results.

## 2. Related works

This paper focuses on not only the ABC algorithm for solving MOPs, but also presents a local search using the main component of NSGA2 to improve the converging of the ABC to the Pareto front. In this section, brief explanations of the simple $A B C$ are given and several studies based on a multiobjective $A B C$ are examined.

## 3. Artificial bee colony optimization algorithm

The ABC algorithm, which is one of the most recently introduced optimization algorithms, simulates the intelligent foraging behavior of a honey bee swarm [17]. The collective intelligence of honeybee swarms consists of three essential components: food sources, employed foragers, and onlooker foragers.

In the model adapted by the ABC algorithm, the position of a food source represents a possible solution to the optimization problem. The nectar amount of a food source corresponds to the quality of the associated solution, and so it is defined as fitness of solution. The number of the employed bees is equal to the number of solutions in the swarm, while the number of onlooker bees is equal to the number of employed bees. The core steps of the algorithm can be summarized as in Figure 1.

Create initial food sources (swarm) with respect to equation 2.

$$
\begin{equation*}
x_{i j}=x_{\min }^{j}+\operatorname{rand}(0,1)\left(x_{\max }^{j}-x_{\min }^{j}\right) \tag{2}
\end{equation*}
$$

where $x_{i}$ indicates a solution in the population, $i=\{1,2, \ldots S N\}$ and $S N$ is the size of population $j=\{1,2, \ldots D\}$ and $D$ is the number of parameters (decision variables) in a solution. According to the selected subrange, $x_{\min }^{j}$, is the lower bound of $j^{\text {th }}$ parameter and $x_{\max }^{j}$ is the upper bound of $j^{t h}$ parameter.

Calculate fitness values of swarm with respect to equation 3 .

$$
\text { fit }_{\text {in }}=\left\{\begin{array}{ll}
1 /\left(1+f_{\text {in }}\right) & f_{\text {in }} \geq 0  \tag{3}\\
1+\operatorname{abs}\left(f_{\text {in }}\right) & f_{\text {in }}<0
\end{array}\right\}
$$

where $f i t_{i}$ is the fitness value of $i^{\text {th }}$ solution in the population.

## REPEAT

Produce new solutions $v_{i}$ for the employed bees by using equation 4 and evaluate them

$$
\begin{equation*}
\text { delta }=\emptyset_{i j}\left(x_{i j}-x_{k j}\right) \text { and } \quad v_{i j}=x_{i j}+\text { delta } \tag{4}
\end{equation*}
$$

where delta is the variance value of new parameter. $\emptyset_{i j}$ is a random number between $[-1,1] . v_{i}$ represents new solution, $x_{k}$ is the neighbor solution selected randomly, $k \in\{1,2, \ldots, S N\} . x_{i j}$ is $j^{t}$ parameter of $i^{t h}$ solution represented by current employed bee. $j$ is a random number that is stated in the range of $[1, D]$.
Calculate the probability values $p_{i}$ for the solutions $x_{i}$ by equation 5 .

$$
\begin{equation*}
p_{i}=\frac{f i t_{i}}{\sum_{n=1}^{S N} f i t_{i}} \tag{5}
\end{equation*}
$$

Produce the new solutions $v_{i}$ for the onlookers from the solutions $x_{i}$ selected depending on $p_{i}$ and evaluate them
Apply the greedy selection process for the onlookers
Determine the abandoned solution for the scout, if exists, and replace it with a new randomly produced solution xi by equation 2 .
Memorize the best food source found so far
UNTIL requirements are met
Figure 1. Pseudocode of simple ABC algorithm.

## 4. Several related studies based on multiobjective ABC

In single-objective optimization, the ABC has been used for numeric multiple dimensional problems. Its success has been proven by obtaining superior or competitive performance compared to the other well-known evolutionary and swarm-intelligence algorithms [31,32]. Although more than 30 studies about MOPSO exist in the specialized literature, there are only a few remarkable ABC based multiobjective optimization articles published so far [26].

Omkar et al. developed a vector evaluated ABC algorithm based MOABC (VEABC). They applied the algorithm to solve a bi-objective optimization problem that is formulated with minimizing weight and total cost of the composite component [33]. VEABC is a population-based approach inspired by the main ideas of Shaffer's VEGA. However, the proposed approach is simple to implement and well suited for a specialized bi-objective problem. A typical disadvantage of VEGA is that it fails to keep diversity and converges more towards one of the objectives in the case of the existence of more than two objectives after several generations.

Hedayatzadeh et al. (2010) introduced a new MOABC with a grid-based method to sustain the diversity in a fixed-sized external archive [34]. In order to update the external archive, the $\varepsilon$-dominance method is used. The employee and onlooker bees fly for improving the solutions by means of neighbor of archive and food source, respectively. Finally the scout bees generate new solutions instead of expired solutions.

Zou et al. proposed two new algorithms based on ABC to deal with MOPs, NSABC and its improved version MOABC [35]. In contrast to the nature of the original ABC, NSABC combines the nondominated sorting strategy of NSGA2 with only the onlooker bee phase of the ABC. In addition to NSABC, Zou's MOABC includes a comprehensive learning method for improving the diversity of the swarm. Taking into account the outcomes of diversity and convergence metrics obtained from benchmark test problems, it can be seen from the standard deviation values that MOABC is better. However, the proposed algorithms do not have a stable running characteristic in multiple runs.

Zhang et al. presented the multihive artificial bee colony for constraint multiobjective optimization (MHABC-CMO) [36]. The proposed approach is based on two concepts. The first is the principle of nondominated sorting but it also uses multiple swarms. The second is the symbiosis theory, which includes procedures of solution exchange among swarms and information sharing within swarms for coevolution. This approach also uses a self-adaptive penalty method to deal with constraints.

Largo et al. proposed a new hybrid multiobjective algorithm (MO-ABC/DE) that combines the ABC with a differential evolution (DE) algorithm for unconstrained MOPs [37]. The algorithm makes use of Pareto dominance and crowding distance, which are well-known multiobjective procedures. In this method, the ABC is used as the main framework of the algorithm and the DE is used for improving the obtained solutions in both employed and onlooker bee phases. The researchers reported that their methods were not the best among the other compared algorithms. However, it gives a promising result for constrained problems as a future work.

Ríos et al. [38] implemented two multiobjective swarm algorithms, multiobjective artificial bee colony (MOABC) and multiobjective gravitational search algorithm (MOGSA), for meta-schedulers. Multiobjective properties such as the optimization of execution time and cost per experiment are improved. These algorithms are compared with the nondominated sorting genetic algorithm II (NSGA II).

## 5. Description of the proposed algorithm

The proposed algorithm, IBMO, consists of the adaptation of a single-objective ABC algorithm to multiobjective optimization by means of the nondominated sorting strategy of NSGA2 and the well-known principal concepts
of Pareto-based multiobjective optimization. Moreover, a method is proposed to promote the convergence of the obtained solutions towards the true Pareto front. The main steps of IBMO are given in Figure 2. In this section, the execution of the algorithm is discussed in detail.
THE MAIN STEPS OF IBMO ALGORITM
00 Set the control parameters of the algorithm such as:

| NP: | the number of colony size (employed + onlooker bees) <br> thereby $S N=N P / 2-$ it is size of swarm |
| :---: | :--- |
| maxFes <br> or $M N C:$ | maximum number of function evaluations or cycle as <br> termination criterion, |
| $n E X A:$ | size of external archive $(E X A)$ |

01 Generate an initial swarm positions $\left(x_{i}, i=1 \ldots S N\right)$ with respect to diversification method detailed in Figure 3.
Evaluate an initial swarm
Store the nondominated solutions in $E X A$ from initial swarm REPEAT
Set newGeneratedFoods set as an empty set
for each employed bee \{
Select a neighbor solution from the Foods set randomly
Determine the parameter to change randomly but also depend on frequency values explained in Figure 4.
Produce new solution $u_{i}$ by using Eq. (4)
Improve the new produced solution by using the method in Figure 5.
Add the improved solution into newGeneratedFoods set
\} // end of for each
Update EXA via newGeneratedFoods
Calculate the probabilities with respect to crowdings of $E X A$
Reset newGeneratedFoods set
for each onlooker bee \{
Select a neighbor solution from the $E X A$ correspond with probabilities
Determine a parameter to change randomly as in Figure 4.
Produce new solution $u_{i}$ by using Eq. (4)
Improve the new produced solution by using the method in Figure 5.
Add the improved solution into newGeneratedFoods set
\} // end of for each
Update $E X A$ and Foods List
UNTIL requirements are met

Figure 2. Pseudocode of IBMO algorithm.

Step \#00 - Initialization: The control parameters of the algorithm are set. These parameters are the constant values that are used to construct the required data structure in accordance with the analogy of bioinspired algorithm. These are the size of colony $(N P)$, the size of external archive ( $n E X A$ ), maximum number of function evaluations (maxFes), maximum number of cycles ( $M N C$ ), and a step value for the improvement method (limit). The proposed bee colony is composed of equal numbers of employed and onlooker bees.
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Therefore, $N P$ has to be defined at the beginning of a run. It is a problem-independent value due to the complexity of search space, the number of variables, and objectives. The external archive dependent on crowding distance is used to store the nondominated solutions found so far, which is a crucial factor for elitism. However, its size, $n E X A$, should be limited for accelerating the convergence of the swarm. maxFes and $M N C$ are employed as the termination metric of the algorithm. Finally, limit specifies how many times the improvement method is applied to a solution.

Step \#01 - The first generation of the population with a diversification method: The algorithm starts with a diversification technique used in $[24,30,39]$ to generate the initial food sources (initial solutions). It works for obtaining a well-distributed population. Each parameter of a solution is divided into equal sized subranges as shown in Figure 3. A subrange is assigned inversely proportional to frequency count. Then the parameter values are generated randomly with respect to Eq. (2) for its selected range. The frequency count is incremented by one. This process is repeated for each parameter of a new solution to be generated. The more frequency count of a range, the less selection probability of the related range and vice versa.


Figure 3. Diversification method.
Step \#02 - Evaluation: All new generated solutions in the population are evaluated in this step. The fitness values of each objective are separately calculated with Eq. (3) suited to the nature of a single-objective ABC algorithm.

Step \#03: Nondominated solutions are extracted from the current population and stored in the external archive by using the fitness of the solutions in the concept of Pareto dominance.

Step \#04: The main loop of the algorithm starts and goes on until the termination conditions are satisfied. The criteria can be the number of cycles or function evaluations.

Step \#05: Although a single-objective ABC algorithm uses a greedy selection mechanism between the old and new generated solution, the proposed multiobjective ABC algorithm keeps all solutions in another set, newGeneratedFoods, in order to increase the selection pressure towards the Pareto front by using the nondominated sorting procedure of NSGA2.

Step \#06-12 Employed bee phase: In the nature of the ABC model, the employed bees are responsible for bringing nectar to the hive and sharing information about food sources with other bees in the hive. For each food source, there exists one employed bee. Here a food source means a separate solution. An employed bee determines a food source (solution) neighboring itself randomly. The neighbor solution is selected from the Foods set in this phase and a new solution is generated neighboring the existing solution by using Eq. (4). The newly generated solution is formed by changing one parameter of the current solution. The selected parameter index is assigned inversely proportional with frequency count to increase the selection probability of all parameters in the solutions like frequency approach used in the diversification method. The outline of this method is shown in Figure 4.

| FUNCTION GetParam2Change |  |
| :---: | :---: |
| 00 | Calculate reverse frequencies of the parameters, reverseFrequency |
| 01 | Generate a random value between [ 1 , reverseFrequency] |
| 02 | if sum of reverseFrequency equals to zero, set param $=1$ and go to line 7 |
| 03 | While value > reverseFrequency[ param ] \{ |
| 04 | Set value $=$ value - reverseFrequency [ param ] |
| 05 | Set param = param +1 |
| 06 | \} // end of while |
|  | Increase the frequency of param by one |
| END |  |

Figure 4. Pseudocode of determining the parameter to change.
The phase of improvement begins after calculating the new solution $v_{i}$ by using Eq. (4). A greedy selection process is applied to the solution $v_{i}$, which makes use of the constrained dominance method used in NSGAII. With the aim of promoting convergence speed towards the true Pareto front, the obtained delta value in Eq. (4) is added to $j^{\text {th }}$ parameter of $v_{i}$ until the new solution is better than the old one or the number of iterations exceeds the parameter value of limit. In the case that delta equals zero, it is randomly regenerated between $[-0.5,0.5]$. This process provides an accelerated convergence effect within the selected parameter. However, a small number of iterations such as 5 is adequate and it is a crucial factor to prevent a great number of function evaluations. The pseudocode of the proposed improvement method is shown in Figure 5.

```
if delta equals to zero; set delta \(=\boldsymbol{\operatorname { r a n d }}(-\mathbf{0 . 5}, \mathbf{0 . 5})\) otherwise continue
Set newSol \(=v_{i}\)
Set temp \(=v_{i}\)
Set limit_count \(=0\)
REPEAT
    Set limit_count \(=\) limit_count +1
    Set temp \(_{j}=\) temp \(_{j}+\) delta \(a\) limit_count
    if temp dominates newSol; break
    Set newSol \(=\) temp
UNTIL limit_count < limit
Store newSol into newGeneratedFoods
```

Figure 5. Pseudocode of improvement method.
The new solution is added to the newGeneratedFoods list after the improvement so that the cardinality of this list becomes equal to population size at the end of the employed bee phase.

Step \#13 - Updating external archive: The external archive is used for guaranteeing a welldistributed Pareto front by retaining the nondominated solutions found during the search process so that the algorithm can approximate the whole Pareto front. However, it gets hard to control if the new obtained solution will be stored or not in terms of Pareto dominance so long as the cardinality of the archive extends. Therefore, an updating mechanism is needed to limit the archive size without losing diversity. Two commonly used techniques for this purpose in the literature are an adaptive grid strategy formed by hypercubes of PAES [12] and the crowding distance strategy of NSGAII [11]. In IBMO, the external archive is updated by a strategy dependent on crowding distance and the newGeneratedFoods list. According to this strategy, all solutions in newGeneratedFoods are handled as a new solution in sequence. If this new solution is dominated by the archive, it is discarded to the restList. Otherwise, the solution is stored. Moreover, other solutions dominated by the new
solution are removed if it exists. When the archive reaches maximum capacity, the solution that has the highest crowding distance value in the archive is removed and the new solution is stored for satisfying the diversity.

Step \#14 - Calculating the selection probabilities: In this step, a cumulative sum array is calculated to use in the onlooker bee phase. The cumulative sum array determines the range of selection probabilities for each nondominated solution in a roulette wheel. If the current problem discussed here is a constrained optimization problem, there may not be any nondominated solution in the external archive for early iterations of running. If not, the best solutions in the population so far are selected as the nondominated solutions. In the situation of an empty external archive, the constraint values of the solutions in the Foods set are used. Otherwise, crowding distance values of the nondominated solutions in the EXA are deployed for obtaining the cumulative sum array. In this way, the algorithm can focus on the whole Pareto front as well as converging fast owing to the increment of selection probabilities for the leader solutions that satisfy the constraints better or in a less crowded position.

An outline of the algorithm of IBMO can be seen in Figure 6 schematically.


Figure 6. The outline of the presented IBMO algorithm.
Step \#15: After the employed bee phase, the nondominated solutions in the newGeneratedFoods set are used to update EXA and rest of the solutions are transferred to restList. Then it is reinitialized for using in the onlooker bee phase.

Step \#16-22 Onlooker bee phase: In the nature of the ABC model, onlooker bees obtain knowledge about the quality of food sources by means of following the dance of employed bees. Then they choose a source considering this knowledge. In the essential ABC algorithm, the roulette wheel method is used and the neighbor solution is selected from Foods with respect to the probabilities calculated as dependent on fitness values. As distinct from a native $\mathrm{ABC}, \mathrm{IBMO}$ selects neighbor solutions from the external archive instead of Foods set
and selection probabilities are calculated as mentioned above in step $\# 14$. The determination of the parameter to be changed, the generation of new solutions, and the improvement procedures are applied similarly to the employed bee phase.

Step \#23-24: At the end of the onlooker bee phase, new solutions are obtained and stored in the newGeneratedFoods set. By means of this set, the external archive is updated in the same way as in step \#13. Then the Foods set is reconstructed for the next iteration by using EXA and restList. During the search process, the best solutions are held in $E X A$ and the rest of the solutions are discarded into restList. Primarily, the nondominated solutions in $E X A$ are chosen to fill the Foods set in accordance with the concept of Pareto dominance. If the size of $E X A$ is greater than the size of the Foods set, then the solutions are only selected from the archive randomly. Otherwise, after all members of external archive are added to the Foods set definitely, the solutions in restList are arranged according to Pareto dominance. The fitness of every solution is assigned a value equal to their nondominated level. The rest of the members of the population are chosen from subsequent nondominated front according to their ranking order. Finally, restList is reinitialized so as to use in the next iteration. This approach increases the selection pressure towards the true Pareto front.

## 6. Experimental results

A brief definition of test problems used for comparing the performance of IBMO with NSGAII, SPEA2, OMOPSO, and AbYSS is given first. Then the four performance indices used in this study are explained, and the parameter settings of IBMO and the other four algorithms are described. The experimental results, including the median and interquartile ranges of all indices, are given and analyzed for all test problems and algorithms. All algorithms have been run on a personal computer with an Intel core i7-2600 3.40 Ghz CPU, 10 GB memory, and Windows operating system.

## 7. Test problems

For general performance testing, the use of artificially constructed test functions is appropriate since they have many advantages, such as easy implementation, easy visualization, and known optima in advance. However, several benchmark functions exist in the literature that are designed differently. For the veracity of the comparisons, 26 test functions composed of constrained and unconstrained functions from the literature are used in this study.

The test functions can be handled in four categories: the first is bi-objective unconstrained problems: Schaffer [6], Fonseca [40], Kursawe [41], and Zitzler-Deb-Thiele's (ZDT) test suite [42]. The second is biobjective constrained problems: Constr [11], Srinivas [10], Osyczka2 [43], Golinski [44], Tanaka [45], and Binh2 [46]. The third category of problems is Deb et al.'s DTLZ test suite [47], where problems are scalable to any number of objectives. This benchmark suite includes nine test problems of which the first seven are shown in the appendix section. Due to their side constraints and high dimensionality, DTLZ8 and DTLZ9 are disregarded here. Finally, the last selected test problem category is composed of the Viennet test suite [48] and Tamaki [49]. Viennet1, 2, and 3 are test problems with three objectives without constraints. Viennet 4 has three objectives and three constraints. Viennet's test problem has a discrete set of Pareto fronts. Tamaki has three objectives and one constraint. The formulations of all test problems are included in Appendix B.

## 8. Performance indices

In order to quantify the performance of multiobjective optimization algorithms, two essential concepts are dictated by Pareto optimality: convergence and diversity. The first concept (convergence) means the distance
between the obtained nondominated front and true Pareto front. This is crucial for determining the accuracy of the solutions obtained by an algorithm. The second one (diversity) demonstrates the distribution of the solutions found within Pareto-optimal solutions. It identifies to what extent the solutions of an algorithm show a consistent distribution in the different areas of the true Pareto front. In order to measure these two criteria, many methods for solving MOPs have been presented [11,13,50]. In this paper, four performance indices that are commonly used are chosen and their brief explanations are given below.

- General Distance (GD): General distance is a well-known convergence metric used for determining how far obtained nondominated solutions are from true Pareto optimal solutions on average. The ideal case is that metric value equals zero. The GD metric is mathematically expressed as follows [51]:

$$
\begin{equation*}
G D=\frac{\sqrt{\sum_{i=1}^{n E X A} d_{i}^{2}}}{n E X A} \tag{2}
\end{equation*}
$$

where $n E X A$ is the cardinality of the obtained nondominated solution set, and $d_{i}$ is the Euclidean distance between the $i^{t h}$ solution in the external archive and the nearest member of the true Pareto front.

- Spread (SP): The spread metric is used for measuring the distribution of nondominated solutions found along the true Pareto optimal front. It is based on computing the distance between two consecutive solutions that are nearest neighbors themselves on the normalized objective space. It is desired that SP converges to zero. The SP metric can be defined as follows [24]:

$$
\begin{equation*}
S P=\frac{\sum_{i=1}^{n} d\left(e_{i}, S\right)+\sum_{X \in S^{*}}|d(X, S)|-\bar{d}}{\sum_{i=1}^{n} d\left(e_{i}, S\right)+\left|S^{*}\right| \cdot \bar{d}} \tag{3}
\end{equation*}
$$

where $S$ is the nondominated solution set obtained by an algorithm, $S^{*}$ is the true Pareto optimal solution set known in advance, $\left(e_{1}, \ldots, e_{n}\right)$ are $n$ extreme solutions in $S^{*}, n$ is the number of objectives, and

$$
\begin{gather*}
d(X, S)=\|f(X)-f(Y)\|^{2}  \tag{4}\\
\bar{d}=\frac{1}{\left|S^{*}\right|} \sum_{X \in S^{*}} d(X, S) \tag{5}
\end{gather*}
$$

$d(X, S)$ is minimum distance of solution $X$ to true Pareto front, and $\bar{d}$ is the mean distance.

- Maximum Spread (MS): Maximum spread is another diversity metric proposed in [52]. This metric especially shows how well the algorithm can find the extreme solutions. It is defined as follows:

$$
\begin{equation*}
M S=\sqrt{\frac{1}{n} \sum_{l=1}^{n} \delta_{l}} \text { and } \delta_{l}=\left(\frac{\left(f_{l}^{\max }, F_{l}^{\max }\right)-\left(f_{l}^{\min }, F_{l}^{\min }\right)}{F_{l}^{\max }-F_{l}^{\min }}\right)^{2} \tag{6}
\end{equation*}
$$

where $f_{l}^{\max }$ is maximum and $f_{l}^{\min }$ is minimum of the $l^{t h}$ objective in the external archive, and $F_{l}^{\max }$ is maximum and $F_{l}^{\text {min }}$ is minimum of the $l^{t h}$ objective in the true Pareto optimal front. In the case of $f_{l}^{\min } \geq F_{l}^{\max }$, it assumes that $\delta_{l}$ equals zero. It is desired that MS converges to one for the true Pareto front being completely covered by the obtained nondominated solutions.

- Hypervolume (HV): Hypervolume is a popular indicator suggested by Zitzler and Thiele for performance assessments; it is also known as S-metric or Lebesgue measure [53]. The obtained nondominated solution set is the points in objective space, and the hypervolume metric calculates the size of the region dominated by the solutions in this set. A larger hypervolume means a better set of trade-offs than a smaller one. For this reason, normalized objective function values are used. For example, hypervolume in three dimensions can be seen in Figure 7. The nondominated solutions, $\mathrm{Q}=\{\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}\}$, are marked by circles. The HV metric is calculated with Eq. (7).

$$
\begin{equation*}
H V=\text { volume }\left(\bigcup_{i=1}^{|Q|} v_{i}\right) \tag{7}
\end{equation*}
$$



Figure 7. Hypervolume in three dimensions.

## 9. Parameter settings

All algorithms have been run for both 25,000 and 50,000 function evaluations. We have executed 100 independent runs for each problem. The median and interquartile range (IQR) of each problem are used as measures of location (or central tendency) and statistical dispersion, respectively. The best result for each test problem has a gray background. If more than one algorithm has the same best median value, then the one with the smaller $I Q R$ is assumed to be the best. The size of bee colony, $N P$, is 100 ; thereby population size becomes 50 , which is created randomly by diversification method in the initial phase. The size of external archive EXA is determined as 100 for bi-objective problems and 400 for problems with three objectives for all considered algorithms. Finally, the limit parameter is assigned to 5 as the number of steps for the improvement method. Unlike other algorithms, the proposed IBMO has an advantage of employing fewer control parameters. These parameter values are also shown in Table 1.

Table 1. The outline of the presented IBMO algorithm.

| Parameter | Value |
| :--- | :--- |
| maxFes | 25,000 and 50,000 |
| NP | 100 |
| SN | 50 |
| $n E X A$ | $100 \quad$ for biobjective problems <br> $400 \quad$ for problems with more than 2 objectives |
| limit | 5 |

The proposed algorithm IBMO is implemented in MATLAB and compared with four state-of-the-art algorithms: NSGAII, SPEA2, AbYSS, and OMOPSO. The applications are implemented in Java using the jMetal framework, which can be downloaded from http://jmetal.sourceforge.net. For each algorithm, suggested parameter settings of the original authors have been used.
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Due to the fact that obtained values are generated by stochastic algorithms, statistical reliability analyses are employed to control the results for promoting the confidence of applied processes. For this purpose, first a Kolmogorov-Smirnov test is performed to detect if obtained data have a normal distribution or not. In the case of normal distribution one-way ANOVA is used (for parametric statistical tests), otherwise the Kruskal-Wallis test (for nonparametric statistical tests). The confidence level 0.05 is used for all statistical tests. Multiple comparisons are performed with the aid of SPSS. Successful tests are marked with "+" symbols in the last column in all the tables; conversely, "-" means that no statistical confidence was found ( P -value $>0.05$ ).

## 10. Results and discussion

The proposed algorithm IBMO is compared with two standard and well-known algorithms, NSGA2 and SPEA2, and two up-to-date algorithms, OMOPSO and AbYSS. These algorithms and the parameter settings used in the experiments are explained in detail in the previous sections.

The computational results of performance indices (GD, SP, MS, and HV) for 25,000 function evaluations are shown in Tables $2,3,4$, and 5 , respectively, according to all five algorithms: IBMO, OMOPSO, AbYSS, NSGA2, and SPEA2. In addition, the metric results after 50,000 function evaluations are given in Appendix A.

As shown in Table 2, the proposed IBMO obtains the lowest GD metric value for nine out of the 26 test problems and with statistical confidence in almost all problems. A low GD metric value of an algorithm on a problem is significant for accuracy of the obtained Pareto front. A well-distributed front is remarkable when approximating to the true Pareto front. IBMO specifically has a better performance (except for significantly two problems: Osycka2 and Golinsky), for the first two groups of problems, which consist of unconstrained and constrained bi-objective problems. Fuerthermore, IBMO achieves good results on the problems with more than two objectives in the last two groups. The IBMO is superior to the other algorithms for DTLZ3, DTLZ7, Viennet, Viennet2, and Tamaki. Concerning the remaining problems, IBMO obtains competitive results with especially AbYSS, which is a well-developed hybrid algorithm.

With respect to the spread metric in Table 3, IBMO achieves quite competitive results compared with other state-of-the-art algorithms on all MOPs. It outperforms the other algorithms on four problems. It should be noted that it is necessary to evaluate the diversification with accuracy of the obtained Pareto front. In this respect, IBMO has generally better GD values with competitive SP values. This case can be seen graphically in Figures 8-12. As shown in Figure 8, IBMO obtains the true Pareto front definitely on constrained and unconstrained MOPs. In addition, the next figures for DTLZ1, DTLZ3, DTLZ4, and DTLZ7 are related MOPs with more than two objectives, respectively. For DTLZ1 seen in Figure 9, IBMO obtains the true Pareto optimal surface almost completely, while OMOPSO and SPEA2 are far from the true Pareto optimal front, and NSGAII and AbYSS have an insufficient distribution along the Pareto front. For DTLZ3 seen in Figure 10, IBMO has the closest front to the true Pareto front and better diversification among the others. For DTLZ4 seen in Figure 11, SPEA2 has the best spreadout with an acceptable accuracy, which is clear from related GD and SP tables. Although IBMO, OMOPSO, SPEA2, and partially NSGA2 obtain the four discrete areas of the Pareto front on DTLZ7, AbYSS is not successful as seen in Figure 12. The algorithms achieve better outcomes for different MOPs. However, it is clear that IBMO has the best surfaces with AbYSS among these five algorithms. The performance of IBMO on these problems is quite good owing to the fact that the proposed improvement method stimulates the selection pressure to bounds of the Pareto surface. A good diversification is obtained by the crowding distance technique on the external archive.

The results of the MS metric are given in Table 4. The MS measures the range of extreme values on the Pareto front for obtained solutions. The values between zero and one are desired to be one. According to
Table 2. Median and interquartile range of the general distance metric (25,000 function evaluations).

| Problem | IBMO |  | OMOPSO |  | AbYSS |  | NSGA2 |  | SPEA2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $x$ | $I Q R$ | $x$ | $I Q R$ |  | $I Q R$ |  |
| Schaffer | $2.267 \mathrm{E}-04$ | $2.206 \mathrm{E}-05$ | $2.280 \mathrm{E}-04$ | $2.026 \mathrm{E}-05$ | $2.307 \mathrm{E}-04$ | $1.629 \mathrm{E}-05$ | $4.660 \mathrm{E}-02$ | $1.547 \mathrm{E}-01$ | 4.791E-02 | $1.837 \mathrm{E}-01$ |  |
| Fonseca | $1.353 \mathrm{E}-04$ | $9.399 \mathrm{E}-06$ | $1.239 \mathrm{E}-04$ | $1.136 \mathrm{E}-05$ | $2.327 \mathrm{E}-04$ | $3.429 \mathrm{E}-05$ | $3.530 \mathrm{E}-04$ | $4.801 \mathrm{E}-05$ | $2.162 \mathrm{E}-04$ | $2.503 \mathrm{E}-05$ |  |
| Kursawe | $1.317 \mathrm{E}-04$ | $1.206 \mathrm{E}-05$ | 5.377E-04 | $1.042 \mathrm{E}-04$ | $1.538 \mathrm{E}-04$ | $2.243 \mathrm{E}-05$ | $2.131 \mathrm{E}-04$ | $3.175 \mathrm{E}-05$ | $1.575 \mathrm{E}-04$ | $2.161 \mathrm{E}-05$ |  |
| ZDT1 | $9.742 \mathrm{E}-05$ | $4.633 \mathrm{E}-05$ | $1.427 \mathrm{E}-04$ | $3.821 \mathrm{E}-05$ | $1.831 \mathrm{E}-04$ | $3.199 \mathrm{E}-05$ | $2.192 \mathrm{E}-04$ | $4.767 \mathrm{E}-05$ | $2.206 \mathrm{E}-04$ | $2.510 \mathrm{E}-05$ | + |
| ZDT2 | $5.775 \mathrm{E}-05$ | $3.085 \mathrm{E}-05$ | $7.799 \mathrm{E}-05$ | $2.393 \mathrm{E}-05$ | $1.103 \mathrm{E}-04$ | $4.385 \mathrm{E}-05$ | $1.761 \mathrm{E}-04$ | $4.195 \mathrm{E}-05$ | $1.814 \mathrm{E}-04$ | $4.768 \mathrm{E}-05$ | + |
| ZDT3 | $1.453 \mathrm{E}-04$ | $3.103 \mathrm{E}-05$ | $2.245 \mathrm{E}-04$ | $4.070 \mathrm{E}-05$ | $1.902 \mathrm{E}-04$ | $2.009 \mathrm{E}-05$ | $2.136 \mathrm{E}-04$ | $1.530 \mathrm{E}-05$ | $2.305 \mathrm{E}-04$ | $2.131 \mathrm{E}-05$ |  |
| ZDT4 | $2.558 \mathrm{E}-04$ | $2.555 \mathrm{E}-04$ | 7.393E-01 | $4.664 \mathrm{E}-01$ | $5.737 \mathrm{E}-04$ | $5.181 \mathrm{E}-04$ | $4.286 \mathrm{E}-04$ | $2.853 \mathrm{E}-04$ | $5.209 \mathrm{E}-04$ | $4.420 \mathrm{E}-04$ |  |
| ZDT6 | $1.496 \mathrm{E}-04$ | $1.328 \mathrm{E}-05$ | $2.650 \mathrm{E}-02$ | $4.634 \mathrm{E}-02$ | $1.804 \mathrm{E}-04$ | $1.874 \mathrm{E}-05$ | 8.903E-04 | $1.277 \mathrm{E}-04$ | $1.663 \mathrm{E}-03$ | $2.625 \mathrm{E}-04$ |  |
| Constr | $1.886 \mathrm{E}-04$ | $4.229 \mathrm{E}-05$ | $1.762 \mathrm{E}-04$ | $2.143 \mathrm{E}-05$ | $2.235 \mathrm{E}-04$ | $3.261 \mathrm{E}-05$ | $2.955 \mathrm{E}-04$ | $4.094 \mathrm{E}-05$ | $2.035 \mathrm{E}-04$ | $2.546 \mathrm{E}-05$ | + |
| Srinivas | $4.783 \mathrm{E}-05$ | $1.620 \mathrm{E}-05$ | $5.111 \mathrm{E}-05$ | $1.939 \mathrm{E}-05$ | $6.257 \mathrm{E}-05$ | $2.055 \mathrm{E}-05$ | $1.988 \mathrm{E}-04$ | $3.558 \mathrm{E}-05$ | $1.158 \mathrm{E}-04$ | $2.634 \mathrm{E}-05$ | + |
| Osycka2 | $5.612 \mathrm{E}-03$ | $2.109 \mathrm{E}-03$ | $1.895 \mathrm{E}-03$ | $7.865 \mathrm{E}-04$ | $1.151 \mathrm{E}-03$ | $1.592 \mathrm{E}-02$ | $1.049 \mathrm{E}-03$ | 8.903E-05 | $1.427 \mathrm{E}-03$ | $2.447 \mathrm{E}-04$ |  |
| Golinski | $3.179 \mathrm{E}-04$ | $3.550 \mathrm{E}-05$ | 3.697E-04 | $5.605 \mathrm{E}-05$ | $3.195 \mathrm{E}-04$ | $3.110 \mathrm{E}-05$ | $3.231 \mathrm{E}-04$ | $2.673 \mathrm{E}-05$ | $2.347 \mathrm{E}-04$ | $2.440 \mathrm{E}-05$ |  |
| Tanaka | $5.464 \mathrm{E}-04$ | $2.059 \mathrm{E}-04$ | $8.024 \mathrm{E}-04$ | $1.161 \mathrm{E}-04$ | 7.711E-04 | $9.256 \mathrm{E}-05$ | $7.494 \mathrm{E}-04$ | $1.134 \mathrm{E}-04$ | $6.464 \mathrm{E}-04$ | $1.128 \mathrm{E}-04$ | + |
| Binh2 | $6.761 \mathrm{E}-04$ | $2.797 \mathrm{E}-05$ | $1.245 \mathrm{E}-03$ | $4.450 \mathrm{E}-05$ | $1.249 \mathrm{E}-03$ | $4.456 \mathrm{E}-05$ | $1.387 \mathrm{E}-03$ | $9.750 \mathrm{E}-05$ | $1.582 \mathrm{E}-03$ | $4.950 \mathrm{E}-05$ |  |
| DTLZ1 | $1.515 \mathrm{E}-02$ | $5.174 \mathrm{E}-02$ | $1.025 \mathrm{E}+01$ | $1.471 \mathrm{E}+00$ | $1.974 \mathrm{E}-03$ | $3.543 \mathrm{E}-02$ | $1.054 \mathrm{E}-02$ | $5.824 \mathrm{E}-02$ | $5.794 \mathrm{E}+00$ | $2.410 \mathrm{E}+00$ |  |
| DTLZ2 | $3.006 \mathrm{E}-04$ | $5.841 \mathrm{E}-05$ | $8.746 \mathrm{E}-04$ | $5.099 \mathrm{E}-05$ | $2.001 \mathrm{E}-04$ | $2.757 \mathrm{E}-05$ | $1.235 \mathrm{E}-03$ | 2.862E-04 | $5.608 \mathrm{E}-04$ | $1.222 \mathrm{E}-04$ |  |
| DTLZ3 | $3.224 \mathrm{E}-01$ | $1.891 \mathrm{E}-01$ | $3.455 \mathrm{E}+01$ | $5.756 \mathrm{E}+00$ | $6.187 \mathrm{E}-01$ | $7.386 \mathrm{E}-01$ | $8.410 \mathrm{E}-01$ | 7.291E-01 | $2.053 \mathrm{E}+01$ | $3.672 \mathrm{E}+00$ | + |
| DTLZ4 | $7.806 \mathrm{E}-04$ | $1.514 \mathrm{E}-04$ | $1.398 \mathrm{E}-03$ | $2.024 \mathrm{E}-04$ | 7.058E-04 | $1.978 \mathrm{E}-04$ | $2.048 \mathrm{E}-03$ | $1.518 \mathrm{E}-04$ | $9.453 \mathrm{E}-04$ | $1.140 \mathrm{E}-04$ | + |
| DTLZ5 | $9.934 \mathrm{E}-02$ | $4.844 \mathrm{E}-03$ | $2.596 \mathrm{E}-04$ | $5.758 \mathrm{E}-06$ | $2.520 \mathrm{E}-04$ | $1.704 \mathrm{E}-06$ | $6.300 \mathrm{E}-04$ | $5.525 \mathrm{E}-05$ | $2.721 \mathrm{E}-04$ | $8.066 \mathrm{E}-06$ | + |
| DTLZ6 | $4.570 \mathrm{E}-01$ | $1.184 \mathrm{E}-02$ | $2.524 \mathrm{E}-04$ | $1.733 \mathrm{E}-06$ | $1.014 \mathrm{E}-01$ | $2.762 \mathrm{E}-02$ | $1.685 \mathrm{E}-01$ | $3.117 \mathrm{E}-02$ | $2.977 \mathrm{E}-01$ | $1.427 \mathrm{E}-02$ |  |
| DTLZ7 | $4.324 \mathrm{E}-04$ | $2.051 \mathrm{E}-04$ | $1.421 \mathrm{E}-03$ | $4.009 \mathrm{E}-04$ | $5.284 \mathrm{E}-04$ | $2.114 \mathrm{E}-04$ | $2.815 \mathrm{E}-03$ | 5.203E-04 | 3.129E-03 | $7.753 \mathrm{E}-04$ |  |
| Viennet | $4.672 \mathrm{E}-04$ | $6.208 \mathrm{E}-05$ | $7.029 \mathrm{E}-04$ | $1.080 \mathrm{E}-04$ | $5.287 \mathrm{E}-04$ | $8.470 \mathrm{E}-05$ | $3.411 \mathrm{E}-03$ | 8.552E-04 | $8.982 \mathrm{E}-04$ | $7.119 \mathrm{E}-05$ | + |
| Viennet2 | $1.269 \mathrm{E}-04$ | $3.995 \mathrm{E}-05$ | $1.422 \mathrm{E}-04$ | $3.666 \mathrm{E}-05$ | $1.860 \mathrm{E}-04$ | $7.390 \mathrm{E}-05$ | $7.250 \mathrm{E}-04$ | $3.769 \mathrm{E}-04$ | $1.444 \mathrm{E}-04$ | $1.876 \mathrm{E}-05$ |  |
| Viennet3 | $4.377 \mathrm{E}-05$ | $4.190 \mathrm{E}-05$ | $3.309 \mathrm{E}-05$ | $8.978 \mathrm{E}-06$ | $3.509 \mathrm{E}-05$ | $5.431 \mathrm{E}-06$ | $2.544 \mathrm{E}-04$ | 7.682E-05 | $4.270 \mathrm{E}-05$ | $6.508 \mathrm{E}-06$ | + |
| Viennet4 | $1.378 \mathrm{E}-04$ | $3.383 \mathrm{E}-05$ | $1.001 \mathrm{E}-04$ | $9.411 \mathrm{E}-06$ | $9.663 \mathrm{E}-05$ | $1.359 \mathrm{E}-05$ | $5.280 \mathrm{E}-04$ | $2.104 \mathrm{E}-04$ | $1.155 \mathrm{E}-04$ | $1.558 \mathrm{E}-05$ | $+$ |
| Tamaki | $1.452 \mathrm{E}-03$ | $2.474 \mathrm{E}-04$ | $7.414 \mathrm{E}-02$ | $1.599 \mathrm{E}-04$ | 7.236E-02 | $4.630 \mathrm{E}-04$ | $1.643 \mathrm{E}-01$ | $1.319 \mathrm{E}-03$ | $7.363 \mathrm{E}-02$ | $2.513 \mathrm{E}-04$ |  |

Table 3. Median and interquartile range of the spread metric ( 25,000 function evaluations).

| Problem | IBMO |  | OMOPSO |  | AbYSS |  | NSGA2 |  | SPEA2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $x$ | $I Q R$ | $\tilde{x}$ | $I Q R$ |  |
| Schaffer | $1.136 \mathrm{E}-01$ | $2.178 \mathrm{E}-02$ | $1.114 \mathrm{E}-01$ | $2.153 \mathrm{E}-02$ | $1.284 \mathrm{E}-01$ | $2.215 \mathrm{E}-02$ | $6.450 \mathrm{E}-01$ | $4.484 \mathrm{E}-01$ | $4.921 \mathrm{E}-01$ | $5.830 \mathrm{E}-01$ | + |
| Fonseca | $7.055 \mathrm{E}-02$ | $1.266 \mathrm{E}-02$ | 5.981E-02 | $1.796 \mathrm{E}-02$ | $1.032 \mathrm{E}-01$ | $1.979 \mathrm{E}-02$ | $3.650 \mathrm{E}-01$ | $5.502 \mathrm{E}-02$ | $1.236 \mathrm{E}-01$ | $2.382 \mathrm{E}-02$ | + |
| Kursawe | $2.290 \mathrm{E}-01$ | $7.056 \mathrm{E}-03$ | 2.987E-01 | $3.078 \mathrm{E}-02$ | $2.410 \mathrm{E}-01$ | $1.003 \mathrm{E}-02$ | $5.424 \mathrm{E}-01$ | $8.873 \mathrm{E}-02$ | $2.947 \mathrm{E}-01$ | $2.124 \mathrm{E}-02$ | + |
| ZDT1 | $3.102 \mathrm{E}-01$ | $6.050 \mathrm{E}-02$ | 8.589E-02 | $1.853 \mathrm{E}-02$ | $1.128 \mathrm{E}-01$ | $1.869 \mathrm{E}-02$ | $3.907 \mathrm{E}-01$ | $7.425 \mathrm{E}-02$ | $1.322 \mathrm{E}-01$ | $1.805 \mathrm{E}-02$ | + |
| ZDT2 | $2.507 \mathrm{E}-01$ | $4.962 \mathrm{E}-02$ | 8.697E-02 | $1.715 \mathrm{E}-02$ | $1.153 \mathrm{E}-01$ | $2.047 \mathrm{E}-02$ | $3.920 \mathrm{E}-01$ | $5.727 \mathrm{E}-02$ | $1.410 \mathrm{E}-01$ | $1.813 \mathrm{E}-02$ | + |
| ZDT3 | $8.122 \mathrm{E}-01$ | $2.047 \mathrm{E}-01$ | $1.562 \mathrm{E}-01$ | $3.502 \mathrm{E}-02$ | $1.406 \mathrm{E}-01$ | $2.107 \mathrm{E}-01$ | $3.822 \mathrm{E}-01$ | $8.212 \mathrm{E}-02$ | $1.668 \mathrm{E}-01$ | $2.281 \mathrm{E}-02$ | + |
| ZDT4 | $6.230 \mathrm{E}-01$ | $1.445 \mathrm{E}-01$ | 8.837E-01 | $9.390 \mathrm{E}-02$ | $1.333 \mathrm{E}-01$ | $2.880 \mathrm{E}-02$ | $3.985 \mathrm{E}-01$ | $7.499 \mathrm{E}-02$ | $2.081 \mathrm{E}-01$ | $1.040 \mathrm{E}-01$ | + |
| ZDT6 | $1.084 \mathrm{E}-01$ | $2.679 \mathrm{E}-02$ | $9.459 \mathrm{E}-01$ | $1.250 \mathrm{E}+00$ | $9.501 \mathrm{E}-02$ | $1.477 \mathrm{E}-02$ | $3.562 \mathrm{E}-01$ | $6.074 \mathrm{E}-02$ | $2.045 \mathrm{E}-01$ | $2.823 \mathrm{E}-02$ | + |
| Constr | $2.787 \mathrm{E}-01$ | $1.072 \mathrm{E}-01$ | $1.231 \mathrm{E}-01$ | $2.303 \mathrm{E}-02$ | $1.601 \mathrm{E}-01$ | $2.169 \mathrm{E}-02$ | $3.909 \mathrm{E}-01$ | $5.702 \mathrm{E}-02$ | $5.233 \mathrm{E}-01$ | $3.461 \mathrm{E}-02$ | + |
| Srinivas | $8.431 \mathrm{E}-02$ | $1.548 \mathrm{E}-02$ | $7.759 \mathrm{E}-02$ | $1.381 \mathrm{E}-02$ | $7.818 \mathrm{E}-02$ | $1.841 \mathrm{E}-02$ | $3.551 \mathrm{E}-01$ | $5.496 \mathrm{E}-02$ | $1.505 \mathrm{E}-01$ | $1.836 \mathrm{E}-02$ | + |
| Osycka2 | $3.315 \mathrm{E}-01$ | $1.936 \mathrm{E}-01$ | $7.450 \mathrm{E}-01$ | $2.215 \mathrm{E}-01$ | $4.279 \mathrm{E}-01$ | $1.189 \mathrm{E}-01$ | $6.797 \mathrm{E}-01$ | $1.508 \mathrm{E}-01$ | $6.547 \mathrm{E}-01$ | $1.272 \mathrm{E}-01$ | + |
| Golinski | $1.390 \mathrm{E}-01$ | $3.754 \mathrm{E}-02$ | $2.969 \mathrm{E}-01$ | $5.860 \mathrm{E}-02$ | $1.406 \mathrm{E}-01$ | $3.241 \mathrm{E}-02$ | $5.282 \mathrm{E}-01$ | $8.745 \mathrm{E}-02$ | $6.958 \mathrm{E}-01$ | $3.771 \mathrm{E}-02$ | + |
| Tanaka | $7.181 \mathrm{E}-01$ | $1.328 \mathrm{E}-01$ | $3.550 \mathrm{E}-01$ | $7.258 \mathrm{E}-02$ | $3.049 \mathrm{E}-01$ | $4.832 \mathrm{E}-02$ | $3.677 \mathrm{E}-01$ | $6.166 \mathrm{E}-02$ | $3.151 \mathrm{E}-01$ | $5.098 \mathrm{E}-02$ | + |
| Binh2 | $3.917 \mathrm{E}-01$ | $1.548 \mathrm{E}-02$ | $3.079 \mathrm{E}-01$ | $2.005 \mathrm{E}-02$ | $3.207 \mathrm{E}-01$ | $1.566 \mathrm{E}-02$ | $5.412 \mathrm{E}-01$ | $4.966 \mathrm{E}-02$ | $5.559 \mathrm{E}-01$ | $2.354 \mathrm{E}-02$ | + |
| DTLZ1 | $3.716 \mathrm{E}-01$ | $3.265 \mathrm{E}-01$ | $5.746 \mathrm{E}-01$ | $9.561 \mathrm{E}-02$ | $6.711 \mathrm{E}-01$ | $3.709 \mathrm{E}-01$ | $5.310 \mathrm{E}-01$ | $2.029 \mathrm{E}-01$ | $1.442 \mathrm{E}+00$ | $1.435 \mathrm{E}-01$ | + |
| DTLZ2 | $4.347 \mathrm{E}-01$ | $2.665 \mathrm{E}-02$ | $3.681 \mathrm{E}-01$ | $2.020 \mathrm{E}-02$ | $5.574 \mathrm{E}-01$ | $3.451 \mathrm{E}-02$ | $5.132 \mathrm{E}-01$ | $5.589 \mathrm{E}-02$ | $9.251 \mathrm{E}-02$ | $1.004 \mathrm{E}-02$ | + |
| DTLZ3 | $8.279 \mathrm{E}-01$ | $8.487 \mathrm{E}-02$ | 8.075E-01 | $1.539 \mathrm{E}-01$ | $9.466 \mathrm{E}-01$ | $7.809 \mathrm{E}-02$ | $8.738 \mathrm{E}-01$ | $1.260 \mathrm{E}-01$ | $1.049 \mathrm{E}+00$ | $1.140 \mathrm{E}-01$ | + |
| DTLZ4 | $6.322 \mathrm{E}-01$ | $4.097 \mathrm{E}-01$ | $9.949 \mathrm{E}-01$ | $1.751 \mathrm{E}-01$ | $5.913 \mathrm{E}-01$ | $1.299 \mathrm{E}-01$ | $5.023 \mathrm{E}-01$ | $6.311 \mathrm{E}-02$ | $9.455 \mathrm{E}-02$ | $1.643 \mathrm{E}-02$ | + |
| DTLZ5 | $7.285 \mathrm{E}-01$ | $3.598 \mathrm{E}-02$ | $2.370 \mathrm{E}-01$ | $2.438 \mathrm{E}-02$ | $1.675 \mathrm{E}-01$ | $1.360 \mathrm{E}-02$ | $4.432 \mathrm{E}-01$ | $7.211 \mathrm{E}-02$ | $2.289 \mathrm{E}-01$ | $2.241 \mathrm{E}-02$ | + |
| DTLZ6 | $7.370 \mathrm{E}-01$ | $5.292 \mathrm{E}-02$ | 1.553E-01 | $2.450 \mathrm{E}-02$ | $8.030 \mathrm{E}-01$ | $5.052 \mathrm{E}-02$ | $6.503 \mathrm{E}-01$ | $5.915 \mathrm{E}-02$ | $6.746 \mathrm{E}-01$ | $3.573 \mathrm{E}-02$ | $+$ |
| DTLZ7 | $6.991 \mathrm{E}-01$ | $8.143 \mathrm{E}-02$ | 3.926E-01 | $2.389 \mathrm{E}-02$ | $5.956 \mathrm{E}-01$ | $8.279 \mathrm{E}-02$ | $5.019 \mathrm{E}-01$ | $7.312 \mathrm{E}-02$ | $3.332 \mathrm{E}-01$ | $3.862 \mathrm{E}-02$ | $+$ |
| Viennet | $4.583 \mathrm{E}-01$ | $2.513 \mathrm{E}-02$ | $4.265 \mathrm{E}-01$ | $1.924 \mathrm{E}-02$ | $5.762 \mathrm{E}-01$ | $3.939 \mathrm{E}-02$ | $4.557 \mathrm{E}-01$ | $6.339 \mathrm{E}-02$ | $1.467 \mathrm{E}-01$ | $7.221 \mathrm{E}-03$ | + |
| Viennet2 | $5.055 \mathrm{E}-01$ | $3.971 \mathrm{E}-02$ | $4.723 \mathrm{E}-01$ | $2.306 \mathrm{E}-02$ | $4.462 \mathrm{E}-01$ | $3.232 \mathrm{E}-02$ | $4.531 \mathrm{E}-01$ | $6.871 \mathrm{E}-02$ | $2.151 \mathrm{E}-01$ | $1.523 \mathrm{E}-02$ | + |
| Viennet3 | $3.941 \mathrm{E}-01$ | $7.292 \mathrm{E}-02$ | 3.912E-01 | $2.567 \mathrm{E}-02$ | $3.148 \mathrm{E}-01$ | $2.019 \mathrm{E}-02$ | $4.049 \mathrm{E}-01$ | $5.117 \mathrm{E}-02$ | $5.491 \mathrm{E}-01$ | $1.962 \mathrm{E}-02$ | + |
| Viennet4 | $5.634 \mathrm{E}-01$ | $3.831 \mathrm{E}-02$ | $5.080 \mathrm{E}-01$ | $2.563 \mathrm{E}-02$ | $6.808 \mathrm{E}-01$ | $3.203 \mathrm{E}-02$ | $5.481 \mathrm{E}-01$ | $8.628 \mathrm{E}-02$ | $3.298 \mathrm{E}-01$ | $1.535 \mathrm{E}-02$ | + |
| Tamaki | $5.466 \mathrm{E}-01$ | $8.235 \mathrm{E}-02$ | $4.933 \mathrm{E}-01$ | $1.623 \mathrm{E}-02$ | $6.885 \mathrm{E}-01$ | $3.176 \mathrm{E}-02$ | $6.898 \mathrm{E}-01$ | $3.917 \mathrm{E}-02$ | $3.004 \mathrm{E}-01$ | $1.411 \mathrm{E}-02$ | + |



Figure 8. Pareto fronts obtained by IBMO on several biobjective MOPs.


Figure 9. Nondominated solutions obtained by IBMO, AbySS, OMOPSO, NSGAII, and SPEA2 with true Pareto front on problem DTLZ1.
the calculated MS values, IBMO obtains extreme values for all MOPs except Binh2 and DTLZ6. However, all other algorithms do not adequately get close to one value either.

Hypervolume indicator encapsulates a spreadout measure of the obtained solutions along the Pareto front as well as the closeness of the solutions to the Pareto front. In other words, it tries to give a measure in a single value by combining the concepts of GD and SP. Based on the computational results of the HV metric shown in Table 5, IBMO obtains the best values for ten problems. All algorithms except OMOPSO cannot produce an acceptable front for DTLZ3 and DTLZ6 problems according to this metric. As to remaining MOPs, IBMO has the competitive outcomes.


Figure 10. Nondominated solutions obtained by IBMO, AbySS, OMOPSO, NSGAII, and SPEA2 with true Pareto front on problem DTLZ3.

As aforementioned, results for the GD, SP, MS, and HV metrics after 50,000 function evaluations are given in Tables 6, 7, 8, and 9 in Appendix A, respectively. With regard to these outcomes, it can be reported again that IBMO has superior or competitive performance compared to the state-of-the-art techniques. At the end of the study in Appendix B, definitions of the test problems are given in Tables 10, 11, 12, and 13, respectively.


Figure 11. Nondominated solutions obtained by IBMO, AbySS, OMOPSO, NSGAII, and SPEA2 with true Pareto front on problem DTLZ4.

## 11. Conclusion

A new technique called the IBMO algorithm for solving multiobjective optimization problems is presented in this paper. ABC and the nondominated sorting strategy of NSGA2 are combined and a new improvement procedure is proposed to promote the convergence to the Pareto front in both phases of employed and onlooker bees. The crowding operator to improve the distribution of nondominated solutions and a fixed-sized external archive are used. Moreover, a diversification method is used to generate the initial population that disperses to search space in a better way.


Figure 12. Nondominated solutions obtained by IBMO, AbySS, OMOPSO, NSGAII, and SPEA2 with true Pareto front on problem DTLZ7.

The proposed IBMO is compared with four state-of-the-art multiobjective optimization algorithms: NSGAII, SPEA2, AbYSS, and OMOPSO. In order to evaluate the performance of the algorithms, 26 test problems with two and three objectives are selected from the specialized literature. The dispersion of solutions and their proximity to the Pareto front are tested by using four different quality indicators.

IBMO is an effective and stable-running hybrid method compared to other algorithms. Its main advantages are its ease of use, few parameters that need to be adjusted, and well-constructed improvement procedure that ensures fast converging. According to experiments done with test functions, it can be concluded that IBMO has highly competitive performance and its results are better than the others for many of the test functions. IBMO is a suitable technique to solve MOPs as well as the best multiobjective approaches.
Table 4. Median and interquartile range of the maximum spread metric ( 25,000 function evaluations)

| Problem | IBMO |  | OMOPSO |  | AbYSS |  | NSGA2 |  | SPEA2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ |  |
| Schaffer | $1.000 \mathrm{E}+00$ | 1.641E-04 | $1.000 \mathrm{E}+00$ | 7.366E-05 | $1.000 \mathrm{E}+00$ | $4.538 \mathrm{E}-05$ | $8.711 \mathrm{E}-01$ | $2.524 \mathrm{E}-01$ | 8.550E-01 | $2.221 \mathrm{E}-01$ | + |
| Fonseca | $9.995 \mathrm{E}-01$ | $5.704 \mathrm{E}-04$ | $9.999 \mathrm{E}-01$ | $9.848 \mathrm{E}-05$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $1.306 \mathrm{E}-05$ | $9.996 \mathrm{E}-01$ | $4.810 \mathrm{E}-04$ | + |
| Kursawe | $9.996 \mathrm{E}-01$ | $4.685 \mathrm{E}-04$ | $9.907 \mathrm{E}-01$ | $6.361 \mathrm{E}-03$ | $1.000 \mathrm{E}+00$ | $3.424 \mathrm{E}-05$ | $9.999 \mathrm{E}-01$ | $1.327 \mathrm{E}-04$ | $9.993 \mathrm{E}-01$ | $1.218 \mathrm{E}-03$ | + |
| ZDT1 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $8.511 \mathrm{E}-05$ | $9.996 \mathrm{E}-01$ | $1.900 \mathrm{E}-04$ | $9.990 \mathrm{E}-01$ | $5.165 \mathrm{E}-04$ | + |
| ZDT2 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $6.945 \mathrm{E}-05$ | $9.992 \mathrm{E}-01$ | 3.186E-04 | $9.978 \mathrm{E}-01$ | $9.446 \mathrm{E}-04$ |  |
| ZDT3 | $9.973 \mathrm{E}-01$ | $8.535 \mathrm{E}-03$ | $9.984 \mathrm{E}-01$ | $1.686 \mathrm{E}-03$ | $9.998 \mathrm{E}-01$ | $2.053 \mathrm{E}-01$ | $9.997 \mathrm{E}-01$ | $2.102 \mathrm{E}-04$ | $9.993 \mathrm{E}-01$ | $3.937 \mathrm{E}-04$ | + |
| ZDT4 | $9.992 \mathrm{E}-01$ | $1.045 \mathrm{E}-03$ | 7.071E-01 | $0.000 \mathrm{E}+00$ | $9.978 \mathrm{E}-01$ | $2.769 \mathrm{E}-03$ | $9.977 \mathrm{E}-01$ | $2.147 \mathrm{E}-03$ | $9.733 \mathrm{E}-01$ | $9.728 \mathrm{E}-02$ | + |
| ZDT6 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $9.994 \mathrm{E}-01$ | $8.501 \mathrm{E}-05$ | $9.933 \mathrm{E}-01$ | $1.533 \mathrm{E}-03$ | $9.863 \mathrm{E}-01$ | $2.845 \mathrm{E}-03$ | + |
| Constr | $9.035 \mathrm{E}-01$ | $9.220 \mathrm{E}-02$ | $9.965 \mathrm{E}-01$ | $3.446 \mathrm{E}-03$ | $9.990 \mathrm{E}-01$ | $1.505 \mathrm{E}-03$ | $9.974 \mathrm{E}-01$ | $3.286 \mathrm{E}-03$ | $9.960 \mathrm{E}-01$ | $4.733 \mathrm{E}-03$ | + |
| Srinivas | $9.826 \mathrm{E}-01$ | $1.501 \mathrm{E}-02$ | $9.867 \mathrm{E}-01$ | $7.348 \mathrm{E}-03$ | $9.921 \mathrm{E}-01$ | $4.859 \mathrm{E}-03$ | $9.926 \mathrm{E}-01$ | $5.533 \mathrm{E}-03$ | $9.921 \mathrm{E}-01$ | $5.342 \mathrm{E}-03$ | + |
| Osycka2 | $8.189 \mathrm{E}-01$ | $2.010 \mathrm{E}-01$ | $8.048 \mathrm{E}-01$ | $2.954 \mathrm{E}-01$ | 8.137E-01 | $6.668 \mathrm{E}-02$ | $9.803 \mathrm{E}-01$ | $1.872 \mathrm{E}-01$ | $7.904 \mathrm{E}-01$ | $2.699 \mathrm{E}-01$ | + |
| Golinski | $9.624 \mathrm{E}-01$ | $4.478 \mathrm{E}-02$ | $9.914 \mathrm{E}-01$ | 1.302E-02 | $9.889 \mathrm{E}-01$ | $2.606 \mathrm{E}-02$ | $9.783 \mathrm{E}-01$ | $3.387 \mathrm{E}-02$ | $9.515 \mathrm{E}-01$ | $2.851 \mathrm{E}-02$ | + |
| Tanaka | $9.632 \mathrm{E}-01$ | $2.586 \mathrm{E}-02$ | $9.914 \mathrm{E}-01$ | $6.635 \mathrm{E}-03$ | $9.981 \mathrm{E}-01$ | $5.712 \mathrm{E}-04$ | $9.979 \mathrm{E}-01$ | $1.963 \mathrm{E}-03$ | $9.958 \mathrm{E}-01$ | $3.533 \mathrm{E}-03$ | + |
| Binh2 | $7.694 \mathrm{E}-01$ | $2.788 \mathrm{E}-04$ | $8.111 \mathrm{E}-01$ | $0.000 \mathrm{E}+00$ | 8.111E-01 | $3.771 \mathrm{E}-10$ | $8.111 \mathrm{E}-01$ | $2.893 \mathrm{E}-10$ | 8.111E-01 | $2.091 \mathrm{E}-08$ | $+$ |
| DTLZ1 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $6.661 \mathrm{E}-16$ | + |
| DTLZ2 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $2.044 \mathrm{E}-12$ | $1.000 \mathrm{E}+00$ | $3.933 \mathrm{E}-11$ | $1.000 \mathrm{E}+00$ | $5.571 \mathrm{E}-06$ | + |
| DTLZ3 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $1.110 \mathrm{E}-16$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $1.022 \mathrm{E}-10$ | - |
| DTLZ4 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | + |
| DTLZ5 | $6.075 \mathrm{E}-01$ | $1.673 \mathrm{E}-02$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $3.875 \mathrm{E}-14$ | $1.000 \mathrm{E}+00$ | $9.466 \mathrm{E}-10$ | $1.000 \mathrm{E}+00$ | $2.103 \mathrm{E}-05$ | + |
| DTLZ6 | $8.165 \mathrm{E}-01$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | 8.869E-09 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $3.614 \mathrm{E}-13$ | $1.000 \mathrm{E}+00$ | $2.674 \mathrm{E}-06$ | + |
| DTLZ7 | $9.887 \mathrm{E}-01$ | $5.866 \mathrm{E}-02$ | $9.899 \mathrm{E}-01$ | 8.378E-03 | $7.086 \mathrm{E}-01$ | $2.929 \mathrm{E}-01$ | $9.986 \mathrm{E}-01$ | $6.368 \mathrm{E}-04$ | $9.733 \mathrm{E}-01$ | 7.641E-03 | + |
| Viennet | $9.993 \mathrm{E}-01$ | $2.168 \mathrm{E}-03$ | $1.000 \mathrm{E}+00$ | 5.893E-04 | $1.000 \mathrm{E}+00$ | 5.464E-06 | $1.000 \mathrm{E}+00$ | $1.100 \mathrm{E}-04$ | $9.984 \mathrm{E}-01$ | $3.491 \mathrm{E}-03$ | + |
| Viennet2 | 9.772E-01 | $4.864 \mathrm{E}-02$ | $9.953 \mathrm{E}-01$ | $9.259 \mathrm{E}-03$ | $9.974 \mathrm{E}-01$ | $5.015 \mathrm{E}-04$ | $9.972 \mathrm{E}-01$ | $2.093 \mathrm{E}-03$ | $9.928 \mathrm{E}-01$ | $1.142 \mathrm{E}-02$ | + |
| Viennet3 | $9.953 \mathrm{E}-01$ | $6.446 \mathrm{E}-03$ | $9.994 \mathrm{E}-01$ | $3.199 \mathrm{E}-03$ | $1.000 \mathrm{E}+00$ | 3.893E-05 | $9.999 \mathrm{E}-01$ | $2.596 \mathrm{E}-04$ | $9.985 \mathrm{E}-01$ | $3.259 \mathrm{E}-03$ | + |
| Viennet4 | $9.744 \mathrm{E}-01$ | $2.198 \mathrm{E}-02$ | $9.918 \mathrm{E}-01$ | 7.614E-03 | $9.999 \mathrm{E}-01$ | $6.201 \mathrm{E}-04$ | $9.980 \mathrm{E}-01$ | $6.219 \mathrm{E}-03$ | $9.837 \mathrm{E}-01$ | $1.966 \mathrm{E}-02$ | $+$ |
| Tamaki | $8.958 \mathrm{E}-01$ | 3.791E-02 | $1.020 \mathrm{E}-02$ | $0.000 \mathrm{E}+00$ | $1.020 \mathrm{E}-02$ | $1.388 \mathrm{E}-17$ | $1.020 \mathrm{E}-02$ | $3.253 \mathrm{E}-14$ | $1.021 \mathrm{E}-02$ | $3.985 \mathrm{E}-06$ | $+$ |

Table 5. Median and interquartile range of the hypervolume metric (25,000 function evaluations).

| Problem | IBMO |  | OMOPSO |  | AbYSS |  | NSGA2 |  | SPEA2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{x}$ | IQR | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ |  |
| Schaffer | $8.299 \mathrm{E}-01$ | $3.609 \mathrm{E}-05$ | $8.299 \mathrm{E}-01$ | $4.209 \mathrm{E}-05$ | $8.299 \mathrm{E}-01$ | $4.903 \mathrm{E}-05$ | $5.732 \mathrm{E}-01$ | $2.476 \mathrm{E}-01$ | $5.850 \mathrm{E}-01$ | $2.334 \mathrm{E}-01$ | $+$ |
| Fonseca | $3.119 \mathrm{E}-01$ | $8.878 \mathrm{E}-05$ | $3.124 \mathrm{E}-01$ | $4.601 \mathrm{E}-05$ | $3.104 \mathrm{E}-01$ | $3.408 \mathrm{E}-04$ | $3.080 \mathrm{E}-01$ | $4.158 \mathrm{E}-04$ | $3.107 \mathrm{E}-01$ | $2.884 \mathrm{E}-04$ | + |
| Kursawe | $4.015 \mathrm{E}-01$ | $6.544 \mathrm{E}-05$ | $3.972 \mathrm{E}-01$ | $7.238 \mathrm{E}-04$ | $4.011 \mathrm{E}-01$ | $2.133 \mathrm{E}-04$ | $3.996 \mathrm{E}-01$ | $3.063 \mathrm{E}-04$ | 4.008E-01 | $1.920 \mathrm{E}-04$ | + |
| ZDT1 | $6.607 \mathrm{E}-01$ | $7.884 \mathrm{E}-04$ | $6.611 \mathrm{E}-01$ | $4.267 \mathrm{E}-04$ | $6.614 \mathrm{E}-01$ | $2.955 \mathrm{E}-04$ | $6.593 \mathrm{E}-01$ | $4.637 \mathrm{E}-04$ | $6.600 \mathrm{E}-01$ | $3.819 \mathrm{E}-04$ | + |
| ZDT2 | $3.282 \mathrm{E}-01$ | $4.334 \mathrm{E}-04$ | $3.280 \mathrm{E}-01$ | $3.944 \mathrm{E}-04$ | $3.281 \mathrm{E}-01$ | $3.655 \mathrm{E}-04$ | $3.261 \mathrm{E}-01$ | $4.737 \mathrm{E}-04$ | $3.263 \mathrm{E}-01$ | $7.469 \mathrm{E}-04$ | + |
| ZDT3 | $5.130 \mathrm{E}-01$ | $2.224 \mathrm{E}-03$ | $5.141 \mathrm{E}-01$ | $1.359 \mathrm{E}-03$ | $5.158 \mathrm{E}-01$ | $3.462 \mathrm{E}-03$ | $5.149 \mathrm{E}-01$ | $2.017 \mathrm{E}-04$ | 5.142E-01 | $2.924 \mathrm{E}-04$ | + |
| ZDT4 | $6.583 \mathrm{E}-01$ | $6.610 \mathrm{E}-03$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $6.546 \mathrm{E}-01$ | 7.715E-03 | $6.552 \mathrm{E}-01$ | $4.134 \mathrm{E}-03$ | $6.529 \mathrm{E}-01$ | $9.278 \mathrm{E}-03$ | $+$ |
| ZDT6 | $4.014 \mathrm{E}-01$ | $5.487 \mathrm{E}-05$ | $4.012 \mathrm{E}-01$ | $9.551 \mathrm{E}-05$ | $4.003 \mathrm{E}-01$ | $1.927 \mathrm{E}-04$ | $3.883 \mathrm{E}-01$ | $1.898 \mathrm{E}-03$ | $3.786 \mathrm{E}-01$ | $3.455 \mathrm{E}-03$ | + |
| Constr | $7.732 \mathrm{E}-01$ | $6.442 \mathrm{E}-03$ | $7.761 \mathrm{E}-01$ | $2.201 \mathrm{E}-04$ | 7.761E-01 | $2.015 \mathrm{E}-04$ | 7.743E-01 | $3.807 \mathrm{E}-04$ | $7.756 \mathrm{E}-01$ | $3.335 \mathrm{E}-04$ | + |
| Srinivas | $5.408 \mathrm{E}-01$ | $9.853 \mathrm{E}-05$ | $5.408 \mathrm{E}-01$ | $1.006 \mathrm{E}-04$ | $5.407 \mathrm{E}-01$ | $1.317 \mathrm{E}-04$ | $5.380 \mathrm{E}-01$ | $5.511 \mathrm{E}-04$ | $5.400 \mathrm{E}-01$ | $2.170 \mathrm{E}-04$ | + |
| Osycka2 | $6.976 \mathrm{E}-01$ | $4.397 \mathrm{E}-02$ | 7.054E-01 | $1.200 \mathrm{E}-02$ | 7.437E-01 | $2.542 \mathrm{E}-01$ | 7.505E-01 | 7.583E-03 | 7.358E-01 | $3.578 \mathrm{E}-02$ | + |
| Golinski | $9.696 \mathrm{E}-01$ | $8.209 \mathrm{E}-05$ | $9.674 \mathrm{E}-01$ | $5.688 \mathrm{E}-04$ | $9.693 \mathrm{E}-01$ | $1.814 \mathrm{E}-04$ | $9.690 \mathrm{E}-01$ | $1.683 \mathrm{E}-04$ | $9.672 \mathrm{E}-01$ | 7.323E-04 | - |
| Tanaka | $3.032 \mathrm{E}-01$ | $2.098 \mathrm{E}-03$ | $3.056 \mathrm{E}-01$ | $9.505 \mathrm{E}-04$ | $3.075 \mathrm{E}-01$ | $5.612 \mathrm{E}-04$ | $3.077 \mathrm{E}-01$ | $5.319 \mathrm{E}-04$ | $3.085 \mathrm{E}-01$ | $6.258 \mathrm{E}-04$ | + |
| Binh2 | $7.990 \mathrm{E}-01$ | $4.865 \mathrm{E}-05$ | 8.007E-01 | $2.799 \mathrm{E}-05$ | 8.006E-01 | $5.954 \mathrm{E}-05$ | 7.994E-01 | $2.805 \mathrm{E}-04$ | $7.999 \mathrm{E}-01$ | $1.779 \mathrm{E}-04$ | + |
| DTLZ1 | $5.409 \mathrm{E}-01$ | $5.284 \mathrm{E}-01$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | 7.436E-01 | $7.070 \mathrm{E}-01$ | $7.274 \mathrm{E}-01$ | $4.474 \mathrm{E}-02$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | + |
| DTLZ2 | $4.335 \mathrm{E}-01$ | $3.171 \mathrm{E}-03$ | $4.165 \mathrm{E}-01$ | $2.724 \mathrm{E}-03$ | $4.333 \mathrm{E}-01$ | $3.078 \mathrm{E}-03$ | $3.751 \mathrm{E}-01$ | 8.087E-03 | $4.390 \mathrm{E}-01$ | $1.344 \mathrm{E}-03$ | + |
| DTLZ3 | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | + |
| DTLZ4 | $4.377 \mathrm{E}-01$ | $1.748 \mathrm{E}-02$ | $3.850 \mathrm{E}-01$ | $2.435 \mathrm{E}-02$ | $4.357 \mathrm{E}-01$ | $6.297 \mathrm{E}-03$ | $3.768 \mathrm{E}-01$ | 5.934E-03 | $4.354 \mathrm{E}-01$ | $2.643 \mathrm{E}-03$ | + |
| DTLZ5 | $1.081 \mathrm{E}-02$ | $1.436 \mathrm{E}-02$ | $9.470 \mathrm{E}-02$ | $1.252 \mathrm{E}-04$ | $9.533 \mathrm{E}-02$ | $1.685 \mathrm{E}-05$ | $9.222 \mathrm{E}-02$ | $2.360 \mathrm{E}-04$ | $9.387 \mathrm{E}-02$ | $1.987 \mathrm{E}-04$ | + |
| DTLZ6 | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $9.537 \mathrm{E}-02$ | $9.837 \mathrm{E}-06$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | + |
| DTLZ7 | $3.142 \mathrm{E}-01$ | $2.147 \mathrm{E}-02$ | $2.937 \mathrm{E}-01$ | $1.262 \mathrm{E}-02$ | $2.709 \mathrm{E}-01$ | $4.654 \mathrm{E}-02$ | $2.804 \mathrm{E}-01$ | $5.503 \mathrm{E}-03$ | $2.388 \mathrm{E}-01$ | $1.595 \mathrm{E}-02$ | + |
| Viennet | 7.371E-01 | $5.807 \mathrm{E}-04$ | $7.376 \mathrm{E}-01$ | $3.496 \mathrm{E}-04$ | 7.364E-01 | $5.482 \mathrm{E}-04$ | 7.115E-01 | $1.959 \mathrm{E}-03$ | 7.402E-01 | $1.337 \mathrm{E}-04$ | + |
| Viennet2 | $9.293 \mathrm{E}-01$ | $3.400 \mathrm{E}-04$ | $9.295 \mathrm{E}-01$ | $1.714 \mathrm{E}-04$ | $9.287 \mathrm{E}-01$ | $3.409 \mathrm{E}-04$ | $9.200 \mathrm{E}-01$ | $1.734 \mathrm{E}-03$ | $9.300 \mathrm{E}-01$ | $7.562 \mathrm{E}-05$ | + |
| Viennet3 | $8.402 \mathrm{E}-01$ | $1.648 \mathrm{E}-04$ | $8.398 \mathrm{E}-01$ | $1.061 \mathrm{E}-04$ | $8.398 \mathrm{E}-01$ | $1.306 \mathrm{E}-04$ | $8.326 \mathrm{E}-01$ | $1.005 \mathrm{E}-03$ | $8.374 \mathrm{E}-01$ | $2.148 \mathrm{E}-04$ | + |
| Viennet4 | $8.675 \mathrm{E}-01$ | $1.067 \mathrm{E}-03$ | $8.698 \mathrm{E}-01$ | $5.668 \mathrm{E}-04$ | 8.683E-01 | $1.421 \mathrm{E}-03$ | $8.554 \mathrm{E}-01$ | $3.138 \mathrm{E}-03$ | $8.718 \mathrm{E}-01$ | $6.207 \mathrm{E}-04$ | + |
| Tamaki | $3.213 \mathrm{E}-01$ | $1.370 \mathrm{E}-02$ | 4.184E-01 | $2.053 \mathrm{E}-03$ | $4.139 \mathrm{E}-01$ | $3.245 \mathrm{E}-03$ | $3.572 \mathrm{E}-01$ | $8.966 \mathrm{E}-03$ | $4.318 \mathrm{E}-01$ | $8.715 \mathrm{E}-04$ | $+$ |
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## Appendix A

Table 6. Median and interquartile range of the general distance metric (50,000 function evaluations).

| Problem | IBMO |  | OMOPSO |  | AbYSS |  | NSGA2 |  | SPEA2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $x$ | $I Q R$ | $x$ | $I Q R$ |  |
| Schaffer | $2.255 \mathrm{E}-04$ | $2.510 \mathrm{E}-05$ | $2.260 \mathrm{E}-04$ | $2.647 \mathrm{E}-05$ | $2.337 \mathrm{E}-04$ | $1.858 \mathrm{E}-05$ | $1.691 \mathrm{E}-02$ | $4.640 \mathrm{E}-02$ | $1.507 \mathrm{E}-02$ | $4.364 \mathrm{E}-02$ | + |
| Fonseca | $1.281 \mathrm{E}-04$ | $9.087 \mathrm{E}-06$ | $1.212 \mathrm{E}-04$ | $8.787 \mathrm{E}-06$ | $1.924 \mathrm{E}-04$ | $2.555 \mathrm{E}-05$ | $3.475 \mathrm{E}-04$ | $3.970 \mathrm{E}-05$ | $2.164 \mathrm{E}-04$ | $2.757 \mathrm{E}-05$ | + |
| Kursawe | $1.288 \mathrm{E}-04$ | $1.109 \mathrm{E}-05$ | $4.039 \mathrm{E}-04$ | $7.752 \mathrm{E}-05$ | $1.381 \mathrm{E}-04$ | $1.234 \mathrm{E}-05$ | $2.081 \mathrm{E}-04$ | $3.264 \mathrm{E}-05$ | $1.533 \mathrm{E}-04$ | $1.815 \mathrm{E}-05$ | + |
| ZDT1 | $6.561 \mathrm{E}-05$ | $2.787 \mathrm{E}-05$ | $1.256 \mathrm{E}-04$ | $3.455 \mathrm{E}-05$ | $1.546 \mathrm{E}-04$ | $2.318 \mathrm{E}-05$ | $1.923 \mathrm{E}-04$ | $4.928 \mathrm{E}-05$ | $1.730 \mathrm{E}-04$ | $1.745 \mathrm{E}-05$ | + |
| ZDT2 | $4.658 \mathrm{E}-05$ | $2.893 \mathrm{E}-06$ | $5.487 \mathrm{E}-05$ | $7.645 \mathrm{E}-06$ | $5.324 \mathrm{E}-05$ | $1.307 \mathrm{E}-05$ | $1.294 \mathrm{E}-04$ | $3.862 \mathrm{E}-05$ | $6.739 \mathrm{E}-05$ | $2.746 \mathrm{E}-05$ | + |
| ZDT3 | $1.592 \mathrm{E}-04$ | $2.342 \mathrm{E}-05$ | $1.943 \mathrm{E}-04$ | $1.548 \mathrm{E}-05$ | $1.985 \mathrm{E}-04$ | $1.644 \mathrm{E}-05$ | $2.102 \mathrm{E}-04$ | $1.299 \mathrm{E}-05$ | $2.147 \mathrm{E}-04$ | $1.542 \mathrm{E}-05$ | + |
| ZDT4 | $7.272 \mathrm{E}-05$ | $3.019 \mathrm{E}-05$ | 5.651E-01 | $4.885 \mathrm{E}-01$ | $2.435 \mathrm{E}-04$ | $1.333 \mathrm{E}-04$ | $1.759 \mathrm{E}-04$ | $7.532 \mathrm{E}-05$ | $1.882 \mathrm{E}-04$ | 5.833E-05 | + |
| ZDT6 | $1.497 \mathrm{E}-04$ | $1.112 \mathrm{E}-05$ | $1.732 \mathrm{E}-02$ | $3.782 \mathrm{E}-02$ | $1.633 \mathrm{E}-04$ | $1.196 \mathrm{E}-05$ | $1.597 \mathrm{E}-04$ | $1.841 \mathrm{E}-05$ | $1.672 \mathrm{E}-04$ | 1.703E-05 | + |
| Constr | $1.428 \mathrm{E}-04$ | $2.436 \mathrm{E}-05$ | $1.315 \mathrm{E}-04$ | $1.688 \mathrm{E}-05$ | $1.797 \mathrm{E}-04$ | $3.062 \mathrm{E}-05$ | $2.987 \mathrm{E}-04$ | $4.231 \mathrm{E}-05$ | $1.957 \mathrm{E}-04$ | $2.215 \mathrm{E}-05$ | + |
| Srinivas | $4.299 \mathrm{E}-05$ | $1.893 \mathrm{E}-05$ | 4.419E-05 | $1.624 \mathrm{E}-05$ | $4.571 \mathrm{E}-05$ | $1.517 \mathrm{E}-05$ | $1.948 \mathrm{E}-04$ | $4.105 \mathrm{E}-05$ | $1.140 \mathrm{E}-04$ | $2.731 \mathrm{E}-05$ | + |
| Osycka2 | $4.738 \mathrm{E}-03$ | $3.496 \mathrm{E}-03$ | $1.819 \mathrm{E}-03$ | $2.287 \mathrm{E}-03$ | $1.138 \mathrm{E}-03$ | $1.697 \mathrm{E}-02$ | $1.014 \mathrm{E}-03$ | $7.722 \mathrm{E}-05$ | $1.344 \mathrm{E}-03$ | $1.540 \mathrm{E}-04$ | + |
| Golinski | $3.121 \mathrm{E}-04$ | $2.913 \mathrm{E}-05$ | $3.524 \mathrm{E}-04$ | $5.040 \mathrm{E}-05$ | $3.081 \mathrm{E}-04$ | $2.423 \mathrm{E}-05$ | $3.262 \mathrm{E}-04$ | $3.013 \mathrm{E}-05$ | $2.256 \mathrm{E}-04$ | $2.109 \mathrm{E}-05$ | + |
| Tanaka | $6.653 \mathrm{E}-04$ | $3.983 \mathrm{E}-04$ | 7.743E-04 | $9.179 \mathrm{E}-05$ | $7.813 \mathrm{E}-04$ | $6.853 \mathrm{E}-05$ | $8.115 \mathrm{E}-04$ | $9.049 \mathrm{E}-05$ | $7.159 \mathrm{E}-04$ | $8.757 \mathrm{E}-05$ | + |
| Binh2 | $6.732 \mathrm{E}-04$ | $2.530 \mathrm{E}-05$ | $1.253 \mathrm{E}-03$ | $3.337 \mathrm{E}-05$ | $1.251 \mathrm{E}-03$ | $3.795 \mathrm{E}-05$ | $1.386 \mathrm{E}-03$ | $7.615 \mathrm{E}-05$ | $1.586 \mathrm{E}-03$ | $5.363 \mathrm{E}-05$ | + |
| DTLZ1 | $2.668 \mathrm{E}-03$ | $1.987 \mathrm{E}-03$ | $9.276 \mathrm{E}+00$ | $1.354 \mathrm{E}+00$ | 5.503E-04 | $6.508 \mathrm{E}-05$ | $1.343 \mathrm{E}-03$ | $1.747 \mathrm{E}-04$ | $4.786 \mathrm{E}-01$ | $9.615 \mathrm{E}-01$ | + |
| DTLZ2 | $1.644 \mathrm{E}-04$ | $1.613 \mathrm{E}-05$ | $6.973 \mathrm{E}-04$ | $6.129 \mathrm{E}-05$ | $1.604 \mathrm{E}-04$ | $1.396 \mathrm{E}-05$ | $1.218 \mathrm{E}-03$ | $2.494 \mathrm{E}-04$ | $3.034 \mathrm{E}-04$ | $4.006 \mathrm{E}-05$ | + |
| DTLZ3 | $5.964 \mathrm{E}-02$ | 8.691E-02 | $3.438 \mathrm{E}+01$ | $6.029 \mathrm{E}+00$ | $4.176 \mathrm{E}-03$ | $7.461 \mathrm{E}-02$ | $6.292 \mathrm{E}-03$ | $1.849 \mathrm{E}-02$ | $8.352 \mathrm{E}+00$ | $2.948 \mathrm{E}+00$ | + |
| DTLZ4 | $6.342 \mathrm{E}-04$ | $6.125 \mathrm{E}-05$ | $1.236 \mathrm{E}-03$ | $1.637 \mathrm{E}-04$ | $6.207 \mathrm{E}-04$ | $1.477 \mathrm{E}-05$ | $2.049 \mathrm{E}-03$ | $2.050 \mathrm{E}-04$ | 7.651E-04 | $5.406 \mathrm{E}-05$ | + |
| DTLZ5 | $1.110 \mathrm{E}-01$ | $2.428 \mathrm{E}-03$ | $2.524 \mathrm{E}-04$ | $1.439 \mathrm{E}-06$ | $2.517 \mathrm{E}-04$ | $1.273 \mathrm{E}-06$ | $6.114 \mathrm{E}-04$ | $4.204 \mathrm{E}-05$ | $2.502 \mathrm{E}-04$ | $2.646 \mathrm{E}-06$ | + |
| DTLZ6 | $4.292 \mathrm{E}-01$ | $1.117 \mathrm{E}-02$ | $2.526 \mathrm{E}-04$ | $1.098 \mathrm{E}-06$ | $4.670 \mathrm{E}-03$ | $2.560 \mathrm{E}-03$ | $2.005 \mathrm{E}-03$ | $2.369 \mathrm{E}-03$ | $1.336 \mathrm{E}-01$ | $8.580 \mathrm{E}-03$ | + |
| DTLZ7 | $4.267 \mathrm{E}-04$ | $1.201 \mathrm{E}-04$ | $1.066 \mathrm{E}-03$ | $1.537 \mathrm{E}-04$ | $4.060 \mathrm{E}-04$ | $2.327 \mathrm{E}-04$ | $2.665 \mathrm{E}-03$ | 5.604E-04 | 8.379E-04 | $9.706 \mathrm{E}-05$ | + |
| Viennet1 | $4.342 \mathrm{E}-04$ | $7.385 \mathrm{E}-05$ | $6.809 \mathrm{E}-04$ | $8.280 \mathrm{E}-05$ | $4.957 \mathrm{E}-04$ | $6.756 \mathrm{E}-05$ | $3.292 \mathrm{E}-03$ | $7.982 \mathrm{E}-04$ | $8.980 \mathrm{E}-04$ | $7.123 \mathrm{E}-05$ | + |
| Viennet2 | $1.270 \mathrm{E}-04$ | $3.828 \mathrm{E}-05$ | $1.483 \mathrm{E}-04$ | $3.264 \mathrm{E}-05$ | $1.713 \mathrm{E}-04$ | $6.093 \mathrm{E}-05$ | $7.205 \mathrm{E}-04$ | $3.641 \mathrm{E}-04$ | $1.435 \mathrm{E}-04$ | $1.448 \mathrm{E}-05$ | + |
| Viennet3 | $3.160 \mathrm{E}-05$ | $1.049 \mathrm{E}-05$ | $3.115 \mathrm{E}-05$ | $5.285 \mathrm{E}-06$ | $3.243 \mathrm{E}-05$ | $5.606 \mathrm{E}-06$ | $2.380 \mathrm{E}-04$ | $5.885 \mathrm{E}-05$ | $4.171 \mathrm{E}-05$ | $6.207 \mathrm{E}-06$ | + |
| Viennet4 | $1.003 \mathrm{E}-04$ | $2.006 \mathrm{E}-05$ | $9.072 \mathrm{E}-05$ | $8.155 \mathrm{E}-06$ | $8.952 \mathrm{E}-05$ | $1.037 \mathrm{E}-05$ | $4.709 \mathrm{E}-04$ | $1.287 \mathrm{E}-04$ | $1.078 \mathrm{E}-04$ | $1.273 \mathrm{E}-05$ | + |
| Tamaki | $1.428 \mathrm{E}-03$ | $1.997 \mathrm{E}-04$ | 7.394E-02 | $1.414 \mathrm{E}-04$ | 7.287E-02 | $3.151 \mathrm{E}-04$ | $1.642 \mathrm{E}-01$ | $1.112 \mathrm{E}-03$ | 7.333E-02 | $1.510 \mathrm{E}-04$ | $+$ |

Table 7. Median and interquartile range of the spread metric (50,000 function evaluations).

| Problem | IBMO |  | OMOPSO |  | AbYSS |  | NSGA2 |  | SPEA2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ |  |
| Schaffer | $1.112 \mathrm{E}-01$ | 2.865E-02 | 1.084E-01 | $2.437 \mathrm{E}-02$ | $1.162 \mathrm{E}-01$ | $3.507 \mathrm{E}-02$ | 7.611E-01 | $3.435 \mathrm{E}-01$ | $7.470 \mathrm{E}-01$ | $2.923 \mathrm{E}-01$ | $+$ |
| Fonseca | $6.211 \mathrm{E}-02$ | $1.822 \mathrm{E}-02$ | $5.457 \mathrm{E}-02$ | $1.488 \mathrm{E}-02$ | $8.698 \mathrm{E}-02$ | $1.607 \mathrm{E}-02$ | $3.741 \mathrm{E}-01$ | $6.559 \mathrm{E}-02$ | $1.242 \mathrm{E}-01$ | $1.994 \mathrm{E}-02$ | $+$ |
| Kursawe | $2.242 \mathrm{E}-01$ | $5.995 \mathrm{E}-03$ | $2.731 \mathrm{E}-01$ | $3.417 \mathrm{E}-02$ | $2.302 \mathrm{E}-01$ | $6.644 \mathrm{E}-03$ | $5.437 \mathrm{E}-01$ | $9.784 \mathrm{E}-02$ | 2.890E-01 | $1.449 \mathrm{E}-02$ | $+$ |
| ZDT1 | $1.541 \mathrm{E}-01$ | $2.121 \mathrm{E}-02$ | $7.763 \mathrm{E}-02$ | $1.677 \mathrm{E}-02$ | $8.170 \mathrm{E}-02$ | $1.823 \mathrm{E}-02$ | $3.871 \mathrm{E}-01$ | $5.823 \mathrm{E}-02$ | $1.275 \mathrm{E}-01$ | $1.819 \mathrm{E}-02$ | $+$ |
| ZDT2 | $1.364 \mathrm{E}-01$ | $1.605 \mathrm{E}-02$ | $7.356 \mathrm{E}-02$ | $1.858 \mathrm{E}-02$ | $8.592 \mathrm{E}-02$ | $1.920 \mathrm{E}-02$ | $4.074 \mathrm{E}-01$ | $7.563 \mathrm{E}-02$ | $1.263 \mathrm{E}-01$ | $1.992 \mathrm{E}-02$ | $+$ |
| ZDT3 | $2.821 \mathrm{E}-01$ | $8.374 \mathrm{E}-02$ | $1.207 \mathrm{E}-01$ | $1.926 \mathrm{E}-02$ | $1.104 \mathrm{E}-01$ | $2.169 \mathrm{E}-01$ | $3.844 \mathrm{E}-01$ | $6.655 \mathrm{E}-02$ | $1.578 \mathrm{E}-01$ | $2.362 \mathrm{E}-02$ | $+$ |
| ZDT4 | $2.392 \mathrm{E}-01$ | $5.043 \mathrm{E}-02$ | 8.461E-01 | $1.319 \mathrm{E}-01$ | $8.899 \mathrm{E}-02$ | $2.553 \mathrm{E}-02$ | $4.165 \mathrm{E}-01$ | $7.331 \mathrm{E}-02$ | $1.085 \mathrm{E}-01$ | $1.859 \mathrm{E}-02$ | $+$ |
| ZDT6 | 8.128E-02 | $1.263 \mathrm{E}-02$ | 8.824E-01 | $1.224 \mathrm{E}+00$ | $6.469 \mathrm{E}-02$ | $1.365 \mathrm{E}-02$ | $4.122 \mathrm{E}-01$ | $7.221 \mathrm{E}-02$ | $1.217 \mathrm{E}-01$ | $1.856 \mathrm{E}-02$ | $+$ |
| Constr | $2.498 \mathrm{E}-01$ | $9.214 \mathrm{E}-02$ | $9.666 \mathrm{E}-02$ | $2.041 \mathrm{E}-02$ | $1.431 \mathrm{E}-01$ | $1.978 \mathrm{E}-02$ | $3.950 \mathrm{E}-01$ | $6.017 \mathrm{E}-02$ | $5.236 \mathrm{E}-01$ | $3.794 \mathrm{E}-02$ | $+$ |
| Srinivas | $7.456 \mathrm{E}-02$ | $2.183 \mathrm{E}-02$ | $7.069 \mathrm{E}-02$ | $1.542 \mathrm{E}-02$ | $6.973 \mathrm{E}-02$ | $1.379 \mathrm{E}-02$ | $3.591 \mathrm{E}-01$ | $5.079 \mathrm{E}-02$ | $1.482 \mathrm{E}-01$ | $1.431 \mathrm{E}-02$ | $+$ |
| Osycka2 | $3.123 \mathrm{E}-01$ | $2.033 \mathrm{E}-01$ | $6.587 \mathrm{E}-01$ | $1.784 \mathrm{E}-01$ | $3.757 \mathrm{E}-01$ | $2.797 \mathrm{E}-01$ | $6.445 \mathrm{E}-01$ | $1.243 \mathrm{E}-01$ | $5.970 \mathrm{E}-01$ | $1.298 \mathrm{E}-01$ | + |
| Golinski | $1.185 \mathrm{E}-01$ | $3.877 \mathrm{E}-02$ | $2.270 \mathrm{E}-01$ | $4.492 \mathrm{E}-02$ | $9.871 \mathrm{E}-02$ | $1.913 \mathrm{E}-02$ | $5.252 \mathrm{E}-01$ | $9.539 \mathrm{E}-02$ | $6.926 \mathrm{E}-01$ | $3.967 \mathrm{E}-02$ | + |
| Tanaka | $7.426 \mathrm{E}-01$ | $1.695 \mathrm{E}-01$ | $2.636 \mathrm{E}-01$ | $4.739 \mathrm{E}-02$ | $2.403 \mathrm{E}-01$ | $4.495 \mathrm{E}-02$ | $3.566 \mathrm{E}-01$ | $5.173 \mathrm{E}-02$ | $2.327 \mathrm{E}-01$ | $4.012 \mathrm{E}-02$ | + |
| Binh2 | $3.888 \mathrm{E}-01$ | $1.501 \mathrm{E}-02$ | $3.122 \mathrm{E}-01$ | $1.909 \mathrm{E}-02$ | $3.127 \mathrm{E}-01$ | $2.107 \mathrm{E}-02$ | $5.415 \mathrm{E}-01$ | $4.507 \mathrm{E}-02$ | $5.531 \mathrm{E}-01$ | $2.457 \mathrm{E}-02$ | + |
| DTLZ1 | $1.805 \mathrm{E}-01$ | $9.150 \mathrm{E}-02$ | $5.371 \mathrm{E}-01$ | $1.082 \mathrm{E}-01$ | $5.536 \mathrm{E}-01$ | $3.115 \mathrm{E}-02$ | $4.939 \mathrm{E}-01$ | $6.106 \mathrm{E}-02$ | $1.707 \mathrm{E}+00$ | $4.271 \mathrm{E}-01$ | + |
| DTLZ2 | $4.207 \mathrm{E}-01$ | $2.891 \mathrm{E}-02$ | $3.730 \mathrm{E}-01$ | $2.184 \mathrm{E}-02$ | $5.522 \mathrm{E}-01$ | $2.909 \mathrm{E}-02$ | $5.134 \mathrm{E}-01$ | $5.199 \mathrm{E}-02$ | 8.150E-02 | $7.548 \mathrm{E}-03$ | + |
| DTLZ3 | $8.015 \mathrm{E}-01$ | $2.051 \mathrm{E}-01$ | 7.842E-01 | $1.111 \mathrm{E}-01$ | $7.275 \mathrm{E}-01$ | $2.428 \mathrm{E}-01$ | $5.800 \mathrm{E}-01$ | $9.881 \mathrm{E}-02$ | $1.324 \mathrm{E}+00$ | $1.728 \mathrm{E}-01$ | + |
| DTLZ4 | $4.173 \mathrm{E}-01$ | $6.182 \mathrm{E}-02$ | $9.295 \mathrm{E}-01$ | $4.138 \mathrm{E}-01$ | $5.121 \mathrm{E}-01$ | $3.297 \mathrm{E}-02$ | $4.972 \mathrm{E}-01$ | $6.418 \mathrm{E}-02$ | $8.120 \mathrm{E}-02$ | $5.898 \mathrm{E}-03$ | $+$ |
| DTLZ5 | 6.926E-01 | $3.824 \mathrm{E}-02$ | 1.511E-01 | $1.029 \mathrm{E}-02$ | $1.329 \mathrm{E}-01$ | $1.080 \mathrm{E}-02$ | $4.323 \mathrm{E}-01$ | $6.491 \mathrm{E}-02$ | 1.918E-01 | $1.329 \mathrm{E}-02$ | + |
| DTLZ6 | $7.228 \mathrm{E}-01$ | $3.582 \mathrm{E}-02$ | $1.128 \mathrm{E}-01$ | $6.332 \mathrm{E}-03$ | $4.917 \mathrm{E}-01$ | $9.090 \mathrm{E}-02$ | $4.917 \mathrm{E}-01$ | $1.105 \mathrm{E}-01$ | $6.442 \mathrm{E}-01$ | $3.783 \mathrm{E}-02$ | $+$ |
| DTLZ7 | $5.095 \mathrm{E}-01$ | $6.265 \mathrm{E}-02$ | $4.007 \mathrm{E}-01$ | $2.239 \mathrm{E}-02$ | $5.866 \mathrm{E}-01$ | $1.379 \mathrm{E}-01$ | $4.792 \mathrm{E}-01$ | $5.570 \mathrm{E}-02$ | $2.461 \mathrm{E}-01$ | $1.255 \mathrm{E}-02$ | + |
| Viennet1 | $4.645 \mathrm{E}-01$ | $2.496 \mathrm{E}-02$ | $4.305 \mathrm{E}-01$ | $2.705 \mathrm{E}-02$ | $5.823 \mathrm{E}-01$ | $2.991 \mathrm{E}-02$ | $4.593 \mathrm{E}-01$ | $6.091 \mathrm{E}-02$ | $1.465 \mathrm{E}-01$ | $7.754 \mathrm{E}-03$ | $+$ |
| Viennet2 | $4.517 \mathrm{E}-01$ | $3.407 \mathrm{E}-02$ | $4.537 \mathrm{E}-01$ | $2.457 \mathrm{E}-02$ | $4.302 \mathrm{E}-01$ | $3.194 \mathrm{E}-02$ | $4.711 \mathrm{E}-01$ | $7.230 \mathrm{E}-02$ | $2.003 \mathrm{E}-01$ | $1.429 \mathrm{E}-02$ | + |
| Viennet3 | $3.325 \mathrm{E}-01$ | $3.821 \mathrm{E}-02$ | $3.447 \mathrm{E}-01$ | $2.059 \mathrm{E}-02$ | $2.942 \mathrm{E}-01$ | $2.409 \mathrm{E}-02$ | $4.124 \mathrm{E}-01$ | $6.276 \mathrm{E}-02$ | $5.602 \mathrm{E}-01$ | $1.484 \mathrm{E}-02$ | $+$ |
| Viennet4 | $5.851 \mathrm{E}-01$ | $2.937 \mathrm{E}-02$ | $5.462 \mathrm{E}-01$ | $2.624 \mathrm{E}-02$ | $6.703 \mathrm{E}-01$ | $2.801 \mathrm{E}-02$ | $5.288 \mathrm{E}-01$ | $7.945 \mathrm{E}-02$ | $3.281 \mathrm{E}-01$ | $1.800 \mathrm{E}-02$ | + |
| Tamaki | $5.607 \mathrm{E}-01$ | $1.087 \mathrm{E}-01$ | 4.894E-01 | $2.154 \mathrm{E}-02$ | $6.517 \mathrm{E}-01$ | $2.574 \mathrm{E}-02$ | $7.064 \mathrm{E}-01$ | 4.212E-02 | $2.728 \mathrm{E}-01$ | $9.564 \mathrm{E}-03$ | $+$ |

Table 8. Median and interquartile range of the maximum spread metric (50,000 function evaluations).

| Problem | IBMO |  | OMOPSO |  | AbYSS |  | NSGA2 |  | SPEA2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ |  |
| Schaffer | $1.000 \mathrm{E}+00$ | $7.837 \mathrm{E}-05$ | $1.000 \mathrm{E}+00$ | $4.499 \mathrm{E}-05$ | $1.000 \mathrm{E}+00$ | $1.824 \mathrm{E}-05$ | $9.442 \mathrm{E}-01$ | $9.164 \mathrm{E}-02$ | $9.291 \mathrm{E}-01$ | 1.092E-01 | + |
| Fonseca | $1.000 \mathrm{E}+00$ | $2.488 \mathrm{E}-04$ | $1.000 \mathrm{E}+00$ | $4.106 \mathrm{E}-05$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $1.081 \mathrm{E}-04$ | + |
| Kursawe | $9.998 \mathrm{E}-01$ | $2.483 \mathrm{E}-04$ | $9.926 \mathrm{E}-01$ | $4.550 \mathrm{E}-03$ | $1.000 \mathrm{E}+00$ | $1.311 \mathrm{E}-05$ | $1.000 \mathrm{E}+00$ | $4.358 \mathrm{E}-05$ | $9.999 \mathrm{E}-01$ | $1.007 \mathrm{E}-04$ | + |
| ZDT1 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $1.274 \mathrm{E}-06$ | $1.000 \mathrm{E}+00$ | $2.251 \mathrm{E}-05$ | $9.999 \mathrm{E}-01$ | $1.381 \mathrm{E}-04$ | + |
| ZDT2 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | 8.286E-07 | $1.000 \mathrm{E}+00$ | $1.390 \mathrm{E}-05$ | $9.999 \mathrm{E}-01$ | $5.808 \mathrm{E}-05$ | + |
| ZDT3 | $9.999 \mathrm{E}-01$ | $2.464 \mathrm{E}-03$ | $9.995 \mathrm{E}-01$ | $6.975 \mathrm{E}-04$ | $9.999 \mathrm{E}-01$ | $2.053 \mathrm{E}-01$ | $9.999 \mathrm{E}-01$ | $5.727 \mathrm{E}-05$ | $9.998 \mathrm{E}-01$ | $1.744 \mathrm{E}-04$ | + |
| ZDT4 | $9.997 \mathrm{E}-01$ | $2.943 \mathrm{E}-04$ | $7.071 \mathrm{E}-01$ | $0.000 \mathrm{E}+00$ | $9.993 \mathrm{E}-01$ | $8.246 \mathrm{E}-04$ | $9.995 \mathrm{E}-01$ | $4.602 \mathrm{E}-04$ | $9.993 \mathrm{E}-01$ | $6.389 \mathrm{E}-04$ | + |
| ZDT6 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $9.994 \mathrm{E}-01$ | $9.038 \mathrm{E}-05$ | $9.996 \mathrm{E}-01$ | $1.487 \mathrm{E}-04$ | $9.994 \mathrm{E}-01$ | $1.941 \mathrm{E}-04$ | + |
| Constr | $9.110 \mathrm{E}-01$ | 8.802E-02 | $9.976 \mathrm{E}-01$ | $2.618 \mathrm{E}-03$ | $9.995 \mathrm{E}-01$ | $5.934 \mathrm{E}-04$ | $9.986 \mathrm{E}-01$ | 1.870E-03 | $9.973 \mathrm{E}-01$ | $3.709 \mathrm{E}-03$ | + |
| Srinivas | $9.810 \mathrm{E}-01$ | $1.260 \mathrm{E}-02$ | $9.910 \mathrm{E}-01$ | $5.351 \mathrm{E}-03$ | $9.938 \mathrm{E}-01$ | $3.996 \mathrm{E}-03$ | $9.935 \mathrm{E}-01$ | $3.471 \mathrm{E}-03$ | $9.924 \mathrm{E}-01$ | $4.234 \mathrm{E}-03$ | + |
| Osycka2 | $8.128 \mathrm{E}-01$ | $1.968 \mathrm{E}-01$ | $8.759 \mathrm{E}-01$ | $2.947 \mathrm{E}-01$ | 8.207E-01 | $3.777 \mathrm{E}-01$ | $9.950 \mathrm{E}-01$ | $1.854 \mathrm{E}-01$ | $8.127 \mathrm{E}-01$ | $2.321 \mathrm{E}-01$ | + |
| Golinski | $9.684 \mathrm{E}-01$ | $4.090 \mathrm{E}-02$ | $9.952 \mathrm{E}-01$ | 8.048E-03 | $1.000 \mathrm{E}+00$ | $2.121 \mathrm{E}-03$ | $9.974 \mathrm{E}-01$ | 1.353E-02 | $9.855 \mathrm{E}-01$ | $2.990 \mathrm{E}-02$ | + |
| Tanaka | $9.665 \mathrm{E}-01$ | $5.070 \mathrm{E}-02$ | $9.943 \mathrm{E}-01$ | $3.236 \mathrm{E}-03$ | 9.982E-01 | $3.187 \mathrm{E}-04$ | $9.981 \mathrm{E}-01$ | $5.481 \mathrm{E}-04$ | $9.976 \mathrm{E}-01$ | $1.702 \mathrm{E}-03$ | + |
| Binh2 | $7.695 \mathrm{E}-01$ | $1.419 \mathrm{E}-04$ | 8.111E-01 | $0.000 \mathrm{E}+00$ | 8.111E-01 | $4.235 \mathrm{E}-10$ | $8.111 \mathrm{E}-01$ | $1.988 \mathrm{E}-10$ | $8.111 \mathrm{E}-01$ | $5.356 \mathrm{E}-10$ | + |
| DTLZ1 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | - |
| DTLZ2 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $2.220 \mathrm{E}-16$ | $1.000 \mathrm{E}+00$ | $4.421 \mathrm{E}-06$ | - |
| DTLZ3 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | - |
| DTLZ4 | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | - |
| DTLZ5 | $6.104 \mathrm{E}-01$ | $1.311 \mathrm{E}-02$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $1.439 \mathrm{E}-08$ | $1.000 \mathrm{E}+00$ | $1.998 \mathrm{E}-15$ | $1.000 \mathrm{E}+00$ | $1.099 \mathrm{E}-05$ | + |
| DTLZ6 | $8.171 \mathrm{E}-01$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $1.110 \mathrm{E}-16$ | $1.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $1.000 \mathrm{E}+00$ | $1.774 \mathrm{E}-08$ | $1.000 \mathrm{E}+00$ | $4.589 \mathrm{E}-09$ | + |
| DTLZ7 | $9.984 \mathrm{E}-01$ | $7.952 \mathrm{E}-03$ | $9.957 \mathrm{E}-01$ | $3.671 \mathrm{E}-03$ | $7.075 \mathrm{E}-01$ | $4.078 \mathrm{E}-01$ | $9.998 \mathrm{E}-01$ | $7.590 \mathrm{E}-05$ | $9.947 \mathrm{E}-01$ | $1.598 \mathrm{E}-03$ | + |
| Viennet1 | $9.997 \mathrm{E}-01$ | 8.670E-04 | $9.999 \mathrm{E}-01$ | 7.233E-04 | $1.000 \mathrm{E}+00$ | $2.185 \mathrm{E}-07$ | $1.000 \mathrm{E}+00$ | $5.530 \mathrm{E}-05$ | $9.987 \mathrm{E}-01$ | $3.927 \mathrm{E}-03$ | + |
| Viennet2 | $9.809 \mathrm{E}-01$ | $2.253 \mathrm{E}-02$ | $9.972 \mathrm{E}-01$ | $5.491 \mathrm{E}-03$ | $9.975 \mathrm{E}-01$ | $2.324 \mathrm{E}-04$ | $9.973 \mathrm{E}-01$ | $9.509 \mathrm{E}-04$ | $9.952 \mathrm{E}-01$ | $7.998 \mathrm{E}-03$ | + |
| Viennet3 | $9.980 \mathrm{E}-01$ | $4.372 \mathrm{E}-03$ | $9.999 \mathrm{E}-01$ | $1.760 \mathrm{E}-03$ | $1.000 \mathrm{E}+00$ | $1.248 \mathrm{E}-05$ | $1.000 \mathrm{E}+00$ | $5.939 \mathrm{E}-05$ | $9.996 \mathrm{E}-01$ | $1.643 \mathrm{E}-03$ | + |
| Viennet4 | $9.868 \mathrm{E}-01$ | $1.630 \mathrm{E}-02$ | $9.947 \mathrm{E}-01$ | $4.593 \mathrm{E}-03$ | $1.000 \mathrm{E}+00$ | 7.993E-05 | $9.988 \mathrm{E}-01$ | 4.537E-03 | $9.877 \mathrm{E}-01$ | $1.217 \mathrm{E}-02$ | + |
| Tamaki | 8.937E-01 | $4.965 \mathrm{E}-02$ | $1.020 \mathrm{E}-02$ | $0.000 \mathrm{E}+00$ | $1.020 \mathrm{E}-02$ | $1.388 \mathrm{E}-17$ | $1.020 \mathrm{E}-02$ | $1.388 \mathrm{E}-17$ | $1.020 \mathrm{E}-02$ | $1.976 \mathrm{E}-07$ | + |

Table 9. Median and interquartile range of the hypervolume metric (50,000 function evaluations).

| Problem | IBMO |  | OMOPSO |  | AbYSS |  | NSGA2 |  | SPEA2 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ | $\tilde{x}$ | $I Q R$ |  |
| Schaffer | $8.299 \mathrm{E}-01$ | $4.796 \mathrm{E}-05$ | $8.299 \mathrm{E}-01$ | $4.443 \mathrm{E}-05$ | $8.299 \mathrm{E}-01$ | $4.373 \mathrm{E}-05$ | 7.097E-01 | 8.992E-02 | 7.051E-01 | 7.526E-02 | + |
| Fonseca | $3.121 \mathrm{E}-01$ | $6.856 \mathrm{E}-05$ | $3.125 \mathrm{E}-01$ | $2.367 \mathrm{E}-05$ | $3.110 \mathrm{E}-01$ | $2.776 \mathrm{E}-04$ | $3.080 \mathrm{E}-01$ | $5.364 \mathrm{E}-04$ | $3.107 \mathrm{E}-01$ | $2.337 \mathrm{E}-04$ | + |
| Kursawe | $4.016 \mathrm{E}-01$ | $6.182 \mathrm{E}-05$ | $3.985 \mathrm{E}-01$ | $4.520 \mathrm{E}-04$ | $4.014 \mathrm{E}-01$ | $1.378 \mathrm{E}-04$ | $3.996 \mathrm{E}-01$ | $3.046 \mathrm{E}-04$ | $4.011 \mathrm{E}-01$ | $1.879 \mathrm{E}-04$ | + |
| ZDT1 | $6.620 \mathrm{E}-01$ | $5.394 \mathrm{E}-05$ | $6.617 \mathrm{E}-01$ | $1.679 \mathrm{E}-04$ | $6.620 \mathrm{E}-01$ | $7.801 \mathrm{E}-05$ | $6.602 \mathrm{E}-01$ | $4.030 \mathrm{E}-04$ | $6.616 \mathrm{E}-01$ | $1.508 \mathrm{E}-04$ | + |
| ZDT2 | $3.287 \mathrm{E}-01$ | $4.366 \mathrm{E}-05$ | $3.285 \mathrm{E}-01$ | $1.297 \mathrm{E}-04$ | $3.287 \mathrm{E}-01$ | 8.112E-05 | $3.272 \mathrm{E}-01$ | $2.817 \mathrm{E}-04$ | $3.284 \mathrm{E}-01$ | $1.079 \mathrm{E}-04$ | + |
| ZDT3 | $5.155 \mathrm{E}-01$ | $5.493 \mathrm{E}-04$ | $5.154 \mathrm{E}-01$ | $5.209 \mathrm{E}-04$ | $5.160 \mathrm{E}-01$ | $3.492 \mathrm{E}-03$ | $5.154 \mathrm{E}-01$ | $1.253 \mathrm{E}-04$ | 5.157E-01 | $9.789 \mathrm{E}-05$ | + |
| ZDT4 | $6.637 \mathrm{E}-01$ | $1.138 \mathrm{E}-03$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $6.596 \mathrm{E}-01$ | $2.659 \mathrm{E}-03$ | $6.593 \mathrm{E}-01$ | $1.397 \mathrm{E}-03$ | $6.605 \mathrm{E}-01$ | $1.398 \mathrm{E}-03$ | + |
| ZDT6 | $4.014 \mathrm{E}-01$ | $1.850 \mathrm{E}-05$ | $4.013 \mathrm{E}-01$ | $6.992 \mathrm{E}-05$ | $4.007 \mathrm{E}-01$ | $1.350 \mathrm{E}-04$ | $3.981 \mathrm{E}-01$ | $6.831 \mathrm{E}-04$ | $4.004 \mathrm{E}-01$ | $2.869 \mathrm{E}-04$ | + |
| Constr | $7.744 \mathrm{E}-01$ | $5.585 \mathrm{E}-03$ | $7.767 \mathrm{E}-01$ | $1.990 \mathrm{E}-04$ | $7.765 \mathrm{E}-01$ | $1.774 \mathrm{E}-04$ | $7.742 \mathrm{E}-01$ | $3.650 \mathrm{E}-04$ | $7.758 \mathrm{E}-01$ | $3.537 \mathrm{E}-04$ | + |
| Srinivas | $5.409 \mathrm{E}-01$ | $8.779 \mathrm{E}-05$ | $5.408 \mathrm{E}-01$ | $8.297 \mathrm{E}-05$ | $5.408 \mathrm{E}-01$ | $1.045 \mathrm{E}-04$ | $5.380 \mathrm{E}-01$ | $4.697 \mathrm{E}-04$ | $5.400 \mathrm{E}-01$ | $2.159 \mathrm{E}-04$ | + |
| Osycka2 | $7.095 \mathrm{E}-01$ | $5.144 \mathrm{E}-02$ | $7.088 \mathrm{E}-01$ | $1.386 \mathrm{E}-02$ | $7.453 \mathrm{E}-01$ | $3.462 \mathrm{E}-01$ | $7.525 \mathrm{E}-01$ | $7.725 \mathrm{E}-03$ | $7.445 \mathrm{E}-01$ | $2.284 \mathrm{E}-02$ | + |
| Golinski | $9.696 \mathrm{E}-01$ | $6.661 \mathrm{E}-05$ | $9.683 \mathrm{E}-01$ | $1.879 \mathrm{E}-04$ | $9.695 \mathrm{E}-01$ | $9.083 \mathrm{E}-05$ | $9.691 \mathrm{E}-01$ | $1.937 \mathrm{E}-04$ | $9.676 \mathrm{E}-01$ | $4.594 \mathrm{E}-04$ |  |
| Tanaka | $3.036 \mathrm{E}-01$ | $2.831 \mathrm{E}-03$ | $3.073 \mathrm{E}-01$ | 4.831E-04 | $3.083 \mathrm{E}-01$ | $3.527 \mathrm{E}-04$ | $3.078 \mathrm{E}-01$ | $3.185 \mathrm{E}-04$ | 3.094E-01 | $2.916 \mathrm{E}-04$ | + |
| Binh2 | $7.990 \mathrm{E}-01$ | $3.267 \mathrm{E}-05$ | $8.008 \mathrm{E}-01$ | $2.445 \mathrm{E}-05$ | $8.006 \mathrm{E}-01$ | $4.604 \mathrm{E}-05$ | 7.994E-01 | $2.505 \mathrm{E}-04$ | 7.999E-01 | $1.808 \mathrm{E}-04$ | + |
| DTLZ1 | $7.402 \mathrm{E}-01$ | $3.828 \mathrm{E}-02$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | 7.952E-01 | $7.750 \mathrm{E}-03$ | $7.577 \mathrm{E}-01$ | $6.764 \mathrm{E}-03$ | $6.431 \mathrm{E}-01$ | $2.094 \mathrm{E}-01$ | + |
| DTLZ2 | $4.372 \mathrm{E}-01$ | $1.984 \mathrm{E}-03$ | $4.222 \mathrm{E}-01$ | $2.164 \mathrm{E}-03$ | $4.351 \mathrm{E}-01$ | $2.568 \mathrm{E}-03$ | $3.738 \mathrm{E}-01$ | $5.607 \mathrm{E}-03$ | $4.454 \mathrm{E}-01$ | $6.933 \mathrm{E}-04$ | + |
| DTLZ3 | $0.000 \mathrm{E}+00$ | $2.167 \mathrm{E}-02$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | $2.966 \mathrm{E}-01$ | $3.829 \mathrm{E}-01$ | $3.206 \mathrm{E}-01$ | $5.172 \mathrm{E}-02$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | + |
| DTLZ4 | $4.389 \mathrm{E}-01$ | $2.794 \mathrm{E}-03$ | $4.041 \mathrm{E}-01$ | $2.824 \mathrm{E}-02$ | $4.364 \mathrm{E}-01$ | $1.660 \mathrm{E}-03$ | $3.762 \mathrm{E}-01$ | $7.384 \mathrm{E}-03$ | $4.422 \mathrm{E}-01$ | 7.397E-04 | + |
| DTLZ5 | $2.119 \mathrm{E}-02$ | $5.949 \mathrm{E}-03$ | $9.512 \mathrm{E}-02$ | $4.373 \mathrm{E}-05$ | $9.538 \mathrm{E}-02$ | $7.127 \mathrm{E}-06$ | $9.232 \mathrm{E}-02$ | $2.544 \mathrm{E}-04$ | $9.498 \mathrm{E}-02$ | $6.099 \mathrm{E}-05$ | + |
| DTLZ6 | $2.657 \mathrm{E}-02$ | $0.000 \mathrm{E}+00$ | $9.536 \mathrm{E}-02$ | $7.142 \mathrm{E}-06$ | $5.385 \mathrm{E}-02$ | $1.942 \mathrm{E}-02$ | 8.111E-02 | $1.755 \mathrm{E}-02$ | $0.000 \mathrm{E}+00$ | $0.000 \mathrm{E}+00$ | + |
| DTLZ7 | $3.224 \mathrm{E}-01$ | $3.648 \mathrm{E}-03$ | $3.035 \mathrm{E}-01$ | $5.500 \mathrm{E}-03$ | $2.724 \mathrm{E}-01$ | 5.593E-02 | 2.841E-01 | $5.172 \mathrm{E}-03$ | 3.082E-01 | $1.887 \mathrm{E}-03$ | + |
| Viennet1 | 7.371E-01 | 4.748E-04 | $7.376 \mathrm{E}-01$ | $4.059 \mathrm{E}-04$ | 7.363E-01 | $6.108 \mathrm{E}-04$ | 7.106E-01 | $2.796 \mathrm{E}-03$ | 7.402E-01 | $1.920 \mathrm{E}-04$ | + |
| Viennet2 | $9.291 \mathrm{E}-01$ | $3.132 \mathrm{E}-04$ | $9.294 \mathrm{E}-01$ | $2.135 \mathrm{E}-04$ | $9.286 \mathrm{E}-01$ | $4.183 \mathrm{E}-04$ | $9.198 \mathrm{E}-01$ | $1.713 \mathrm{E}-03$ | $9.300 \mathrm{E}-01$ | 7.607E-05 | + |
| Viennet3 | $8.403 \mathrm{E}-01$ | $1.211 \mathrm{E}-04$ | $8.401 \mathrm{E}-01$ | $7.993 \mathrm{E}-05$ | $8.399 \mathrm{E}-01$ | $1.229 \mathrm{E}-04$ | 8.327E-01 | $9.393 \mathrm{E}-04$ | $8.374 \mathrm{E}-01$ | $2.602 \mathrm{E}-04$ | + |
| Viennet4 | $8.685 \mathrm{E}-01$ | $6.997 \mathrm{E}-04$ | $8.701 \mathrm{E}-01$ | $4.280 \mathrm{E}-04$ | $8.682 \mathrm{E}-01$ | $9.228 \mathrm{E}-04$ | $8.554 \mathrm{E}-01$ | $2.908 \mathrm{E}-03$ | $8.727 \mathrm{E}-01$ | $2.841 \mathrm{E}-04$ | + |
| Tamaki | 3.192E-01 | $1.508 \mathrm{E}-02$ | $4.197 \mathrm{E}-01$ | $1.782 \mathrm{E}-03$ | $4.184 \mathrm{E}-01$ | $2.353 \mathrm{E}-03$ | $3.567 \mathrm{E}-01$ | 8.989E-03 | $4.346 \mathrm{E}-01$ | $7.595 \mathrm{E}-04$ | + |

SAĞ and ÇUNKAŞ/Turk J Elec Eng \& Comp Sci

## Appendix B

Table 10. Definition of Viennet family and Tamaki test problems

| Problem | D | Variable Bounds | Objective Functions |
| :---: | :---: | :---: | :---: |
| Schaffer | 1 | $\left[-10^{3}, 10^{3}\right]$ | $\begin{aligned} & f_{1}(x)=x^{2} \\ & f_{2}(x)=(x-2)^{2} \end{aligned}$ |
| Fonseca | 3 | [ -4, 4] | $f_{1}(x)=1-\exp \left(-\sum_{i=1}^{3}\left(x_{i}-\frac{1}{\sqrt{3}}\right)^{2}\right) \quad f_{2}(x)=1-\exp \left(-\sum_{i=1}^{3}\left(x_{i}+\frac{1}{\sqrt{3}}\right)^{2}\right)$ |
| Kursawe | 3 | $[-5,5]$ | $f_{1}(x)=\sum_{i=1}^{n-1}\left(-10 \exp \left(-0.2 \sqrt{x_{i}^{2}+x_{i+1}^{2}}\right)\right) \quad f_{2}(x)=\sum_{i=1}^{n}\left(\left\|x_{i}\right\|^{0.8}+5 \sin x_{i}^{3}\right)$ |
| ZDT1 | 30 | [ 0,1 ] | $\begin{array}{lll} \hline f_{1}(x)=x_{1} & f_{2}(x)=g(x)\left(1-\sqrt{x_{1} / g(x)}\right) \\ g(x)=1+9 \sum_{i=2}^{D} x_{i} /(D-1) & \\ \hline \end{array}$ |
| ZDT2 | 30 | [ 0,1 ] | $\begin{array}{ll} f_{1}(x)=x_{1} & f_{2}(x)=g(x)\left(1-\left(x_{1} / g(x)\right)^{2}\right) \\ g(x)=1+9 \sum_{i=2}^{D} x_{i} /(D-1) & \end{array}$ |
| ZDT3 | 30 | [ 0,1 ] | $\begin{array}{ll} f_{1}(x)=x_{1} & f_{2}(x)=g(x)\left(1-\sqrt{\frac{x_{1}}{g(x)}}-\right. \\ \left.\left(x_{1} / g(x)\right) \sin \left(10 \pi x_{i}\right)\right) & \\ g(x)=1+9 \sum_{i=2}^{D} x_{i} /(D-1) & \\ \hline \end{array}$ |
| ZTD4 | 10 | $\begin{gathered} x_{1} \in[0,1] \\ x_{i} \in[-5,5] \\ i=2, \ldots, D \end{gathered}$ | $\begin{array}{ll} f_{1}(x)=x_{1} & f_{2}(x)=g(x)\left(1-\sqrt{\left.\overline{x_{1} / g(x)}\right)}\right. \\ g(x)=1+10(D-1)+\sum_{i=2}^{D}\left[x_{i}^{2}-10 \cos \left(4 \pi x_{i}\right)\right] & \end{array}$ |
| ZDT6 | 10 | [ 0,1 ] | $\begin{array}{ll} f_{1}(x)=1-\exp \left(-4 x_{1}\right) \sin ^{6}\left(6 \pi x_{1}\right) & f_{2}(x)=g(x)\left(1-\left(x_{1} / g(x)\right)^{2}\right) \\ g(x)=1+9\left[\sum_{i=2}^{D} x_{i} /(D-1)\right] & \\ \end{array}$ |
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Table 11. Definition of Viennet family and Tamaki test problems

| Problem | D | Variable Bounds | Objective Functions |
| :---: | :---: | :---: | :---: |
| Constr | 2 | $\begin{gathered} x_{1} \in[0.1, \quad 1] \\ x_{2} \in[0, \end{gathered}$ | $\begin{aligned} & f_{1}(x)=x_{1} \\ & f_{2}(x)=\left(1+x_{2}\right) / x_{1} \\ & g_{1}(x)=x_{2}+9 x_{1} \geq 6 \\ & g_{2}(x)=-x_{2}+9 x_{1} \geq 1 \end{aligned}$ |
| Srinivas | 2 | $\begin{aligned} & x_{1}, x_{2} \\ & \in[-20, \end{aligned}$ | $\begin{aligned} & f_{1}(x)=2+\left(x_{1}-2\right)^{2}+\left(x_{2}-1\right)^{2} \\ & f_{2}(x)=9 x_{1}-\left(x_{2}-1\right)^{2} \\ & g_{1}(x)=x_{1}^{2}+x_{2}^{2} \leq 225 \\ & g_{2}(x)=x_{1}-3 x_{2}+10 \leq 0 \end{aligned}$ |
| Osyczka2 | 6 | $\begin{array}{ccc} x_{1}, x_{2} \in[0 & 10] \\ x_{3}, x_{5} \in[1, & 5] \\ x_{4} \in[0, & 6] \\ x_{6} \in[1, & 10] \end{array}$ | $\begin{aligned} & f_{1}(x)=-\left[25\left(x_{1}-2\right)^{2}+\left(x_{2}-2\right)^{2}+\left(x_{3}-1\right)^{2}+\left(x_{4}-4\right)^{2}+\left(x_{5}-1\right)^{2}\right] \\ & f_{2}(x)=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}+x_{5}^{2}+x_{6}^{2} \\ & g_{1}(x)=x_{1}+x_{2}-2 \geq 0 \\ & g_{2}(x)=6-x_{1}-x_{2} \geq 0 \\ & g_{3}(x)=2-x_{2}+x_{1} \geq 0 \\ & g_{4}(x)=2-x_{1}+3 x_{2} \geq 0 \\ & g_{5}(x)=4-\left(x_{3}-3\right)^{2}-x_{4} \geq 0 \\ & g_{6}(x)=\left(x_{5}-3\right)^{2}+x_{6}-4 \geq 0 \end{aligned}$ |
| Golinski | 7 | $x_{1} \in[2.6$ , $3.6]$ <br> $x_{2} \in[0.7$ , $0.8]$ <br> $x_{3} \in[17$ , $28]$ <br> $x_{4} \in[7.3$ , $8.3]$ <br> $x_{5} \in[7.3$ , $8.3]$ <br> $x_{6} \in[2.9$ $3.9]$  <br> $x_{7} \in[5.0$ , $5.5]$ | $\begin{aligned} & f_{1}(x)=\begin{array}{ll} 0.7854 x_{1} x_{2}{ }^{2}\left(10 x_{3}{ }^{2} / 3+14.933 x_{3}-43.0934\right)- \\ & 1.508 x_{1}\left(x_{6}{ }^{2}+x_{7}{ }^{2}\right)+7.477\left(x_{6}{ }^{3}+x_{7}{ }^{3}\right)+0.7854\left(x_{4} x_{6}{ }^{2}+x_{5} x_{7}{ }^{2}\right) \\ f_{2}(x)= & \sqrt{\left(745 x_{4} / x_{2} x_{3}\right)^{2}+1.69 \times 10^{7}} / 0.1 x_{6}{ }^{2} \\ g_{1}(x)=\frac{1.0}{\left(x_{1} x_{2}{ }^{2} x_{3}\right)}-\frac{1}{27} \leq 0 & \begin{array}{l} g_{5}(x)=x_{2} x_{3}-40 \leq 0 \\ g_{6}(x)=x_{1} / x_{2}-12 \leq 0 \end{array} \\ g_{2}(x)=\frac{1.0}{\left(x_{1} x_{2}{ }^{2} x_{3}{ }^{2}\right)}-\frac{1}{397.5} & \begin{array}{l} g_{7}(x)=5-x_{1} / x_{2} \leq 0 \\ g_{8}(x)=1.9-x_{4}+1.5 x_{6} \leq 0 \\ g_{9}(x)=1.9-x_{5}+1.1 x_{7} \leq 0 \end{array} \\ g_{3}(x)=\frac{x_{4}{ }^{3}}{\left(x_{2} x_{3}{ }^{2} x_{6}{ }^{4}\right)}-\frac{1}{1.93} \leq 0 & \begin{array}{l} g_{10}(x)=f_{2}(x) \leq 1300 \end{array} \\ g_{4}(x)=\frac{x_{5}{ }^{3}}{\left(x_{2} x_{3} x_{7}{ }^{4}\right)}-\frac{1}{1.93} \leq 0 & b=745 x_{5} / x_{2} x_{3} \\ & b=1.575 \times 10^{8} \\ & g_{11}(x)=\frac{\sqrt{a^{2}+b}}{0.1 x_{7}^{3}} \leq 1100 \end{array} \end{aligned}$ |
| Tanaka | 2 | $x_{1}, x_{2} \in[0, \pi]$ | $\begin{aligned} & f_{1}(x)=x_{1} \\ & f_{2}(x)=x_{2} \\ & g_{1}(x)=x_{1}^{2}+x_{2}^{2}-1-0.1 \cos \left(16 \arctan \left(\frac{x_{1}}{x_{2}}\right)\right) \geq 0 \\ & g_{2}(x)=\left(x_{1}-0.5\right)^{2}+\left(x_{2}-0.5\right)^{2} \leq 0.5 \end{aligned}$ |
| Binh2 | 2 | $\begin{array}{lll} x_{1} \boxtimes[0 & , & 5] \\ x_{2} \in[0 & , & 3] \end{array}$ | $\begin{aligned} & f_{1}(x)=4 x_{1}^{2}+4 x_{2}^{2} \quad f_{2}(x)=\left(x_{1}-5\right)^{2}+\left(x_{2}-5\right)^{2} \\ & g_{1}(x)=\left(x_{1}-0.5\right)^{2}+x_{2}{ }^{2}-25 \leq 0 \\ & g_{2}(x)=\left(x_{1}-8\right)^{2}+\left(x_{2}-3\right)^{2}-7.7 \geq 0 \end{aligned}$ |
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Table 12. Definition of DTLZ test problems.

| Problem | D | Variable Bounds | Objective Functions |
| :---: | :---: | :---: | :---: |
| DTLZ1 | 7 | $\begin{aligned} & x_{i} \in[0,1] \\ & i=1, \ldots, D \end{aligned}$ | $\begin{aligned} & f_{1}(x)=0.5 x_{1} x_{2}(1+g(x)) \\ & f_{2}(x)=0.5 x_{1}\left(1-x_{2}\right)(1+g(x)) \\ & f_{3}(x)=0.5\left(1-x_{1}\right)(1+g(x)) \\ & g(x)=100\left[5+\sum_{i=3}\left(\left(x_{i}-0.5\right)^{2}-\cos \left(20 \pi\left(x_{i}-0.5\right)\right)\right)\right] \end{aligned}$ |
| DTLZ2 | 12 | $\begin{aligned} & x_{i} \in[0,1] \\ & i=1, \ldots, D \end{aligned}$ | $\begin{aligned} & f_{1}(x)=(1+g(x)) \cos \left(0.5 \pi x_{1}\right) \cos \left(0.5 \pi x_{2}\right) \\ & f_{2}(x)=(1+g(x)) \cos \left(0.5 \pi x_{1}\right) \sin \left(0.5 \pi x_{2}\right) \\ & f_{3}(x)=(1+g(x)) \sin \left(0.5 \pi x_{1}\right) \\ & g(x)=\sum_{i=3}^{D}\left(x_{i}-0.5\right)^{2} \end{aligned}$ |
| DTLZ3 | 12 | $\begin{aligned} & x_{i} \in[0,1] \\ & i=1, \ldots, D \end{aligned}$ | $\begin{aligned} & f_{1}(x)=(1+g(x)) \cos \left(0.5 \pi x_{1}\right) \cos \left(0.5 \pi x_{2}\right) \\ & f_{2}(x)=(1+g(x)) \cos \left(0.5 \pi x_{1}\right) \sin \left(0.5 \pi x_{2}\right) \\ & f_{3}(x)=(1+g(x)) \sin \left(0.5 \pi x_{1}\right) \\ & g(x)=100\left[10+\sum_{i=3}^{D}\left(\left(x_{i}-0.5\right)^{2}-\cos \left(20 \pi\left(x_{i}-0.5\right)\right)\right)\right] \end{aligned}$ |
| DTLZ4 | 12 | $\begin{aligned} & x_{i} \in[0,1] \\ & i=1, \ldots, D \end{aligned}$ | $\begin{aligned} & f_{1}(x)=(1+g(x)) \cos \left(0.5 \pi x_{1}{ }^{100}\right) \cos \left(0.5 \pi x_{2}{ }^{100}\right) \\ & f_{2}(x)=(1+g(x)) \cos \left(0.5 \pi x_{1}{ }^{100}\right) \sin \left(0.5 \pi x_{2}{ }^{100}\right) \\ & f_{3}(x)=(1+g(x)) \sin \left(0.5 \pi x_{1}{ }^{100}\right) \\ & g(x)=\sum_{i=3}^{D}\left(x_{i}-0.5\right)^{2} \end{aligned}$ |
| DTLZ5 | 12 | $\begin{aligned} & x_{i} \in[0,1] \\ & i=1, \ldots, D \end{aligned}$ | $\begin{aligned} & f_{1}(x)=(1+g(x)) \cos \left(0.5 \pi \theta_{1}\right) \cos \left(0.5 \pi \theta_{2}\right) \\ & f_{2}(x)=(1+g(x)) \cos \left(0.5 \pi \theta_{1}\right) \sin \left(0.5 \pi \theta_{2}\right) \\ & f_{3}(x)=(1+g(x)) \sin \left(0.5 \pi \theta_{1}\right) \\ & g(x)=\sum_{D} \quad{ }_{i=3}\left(x_{i}-0.5\right)^{2} \\ & \theta_{i}=\pi\left(1+2 x_{i} g(x)\right) /(4(1+g(x))) \end{aligned}$ |
| DTLZ6 | 12 | $\begin{aligned} & x_{i} \in[0,1] \\ & i=1, \ldots, D \end{aligned}$ | $\begin{aligned} & f_{1}(x)=(1+g(x)) \cos \left(0.5 \pi \theta_{1}\right) \cos \left(0.5 \pi \theta_{2}\right) \\ & f_{2}(x)=(1+g(x)) \cos \left(0.5 \pi \theta_{1}\right) \sin \left(0.5 \pi \theta_{2}\right) \\ & f_{3}(x)=(1+g(x)) \sin \left(0.5 \pi \theta_{1}\right) \\ & g(x)=\sum_{D}{ }_{i=3}^{x_{i}^{0.1}} \\ & \theta_{i}=\pi\left(1+2 x_{i} g(x)\right) /(4(1+g(x))) \end{aligned}$ |
| DTLZ7 | 22 | $\begin{aligned} & x_{i} \in[0,1] \\ & i=1, \ldots, D \end{aligned}$ | $\begin{aligned} & f_{1}(x)=x_{1} \\ & f_{2}(x)=x_{2} \\ & f_{3}(x)=(1+g(x)) \mathrm{h}(x) \\ & g(x)=1+9 \sum_{D}^{{ }_{i=3}} x_{i} / 20 \\ & \mathrm{~h}(x)=3-\sum_{i=1}^{f_{i}} \cdot\left(1+\sin \left(3 \pi f_{i}\right)\right) /(1+g(x)) \end{aligned}$ |
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Table 13. Definition of Viennet family and Tamaki test problems.

| Problem | D | Variable Bounds | Objective Functions |
| :---: | :---: | :---: | :---: |
| Viennet | 2 | $x_{1}, x_{2} \in[-2,2]$ | $\begin{aligned} & f_{1}(x)=x_{1}^{2}+\left(x_{2}-1\right)^{2} \\ & f_{2}(x)=x_{1}^{2}+\left(x_{2}+1\right)^{2}+1 \\ & f_{3}(x)=\left(x_{1}-1\right)^{2}+x_{2}^{2}+2 \end{aligned}$ |
| Viennet2 | 2 | $x_{1}, x_{2} \in[-4,4]$ | $\begin{aligned} & f_{1}(x)=\left(x_{1}-2\right)^{2} / 2+\left(x_{2}+1\right)^{2} / 13+3 \\ & f_{2}(x)=\left(x_{1}+x_{2}-3\right)^{2} / 36+\left(2 x_{2}-x_{1}\right)^{2} / 8-17 \\ & f_{3}(x)=\left(x_{1}+2 x_{2}-1\right)^{2} / 175+\left(2 x_{2}^{2}-x_{1}\right)^{2} / 17-13 \end{aligned}$ |
| Viennet3 | 2 | $x_{1}, x_{2} \in[-3,3]$ | $\begin{aligned} & f_{1}(x)=\left(x_{1}^{2}+x_{2}^{2}\right) / 2+\sin \left(x_{1}^{2}+x_{2}{ }^{2}\right) \\ & f_{2}(x)=\left(3 x_{1}-2 x_{2}+4\right)^{2} / 8+\left(x_{1}-x_{2}+1\right)^{2} / 27-15 \\ & f_{3}(x)=1 /\left(x_{1}{ }^{2}+x_{2}{ }^{2}+1\right)-1.1 \exp \left(-x_{1}^{2}-x_{2}{ }^{2}\right) \end{aligned}$ |
| Viennet4 | 2 | $x_{1}, x_{2} \in[-4,4]$ | $\begin{aligned} & f_{1}(x)=\left(x_{1}-2\right)^{2} / 2+\left(x_{2}+1\right)^{2} / 13+3 \\ & f_{2}(x)=\left(x_{1}+x_{2}-3\right)^{2} / 175+\left(2 x_{2}-x_{1}\right)^{2} / 17-13 \\ & f_{3}(x)=\left(3 x_{1}+2 x_{2}+4\right)^{2} / 8+\left(x_{1}-x_{2}+1\right)^{2} / 27+15 \\ & g_{1}(x)=4 x_{1}+x_{2}-4<0 \\ & g_{2}(x)=x_{1}+1>0 \\ & g_{3}(x)=x_{1}-x_{2}-2<0 \end{aligned}$ |
| Tamaki | 3 | $x_{1}, x_{2}, x_{3} \in[0,1]$ | $\begin{aligned} & f_{1}(x)=x_{1} \\ & f_{2}(x)=x_{2} \\ & f_{3}(x)=x_{3} \\ & g(x)=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}-1 \leq 0 \end{aligned}$ |

