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Abstract: Among several methods used for calculating the root mean square (RMS) of electrical signals, Fourier and

wavelet transforms are the most common approaches. The latter also has the advantage of being able to analyze both

stationary and nonstationary signals. However, in the wavelet-based methods, the presence of both odd and even

harmonics in the input signal causes the harmonic components not to be in the center of the extracted frequency bands

and this will reduce the accuracy of the RMS calculation. In order to remove this drawback, this paper proposes a new

method based on wavelet and Hilbert transforms, in which the frequency of all harmonic components is increased by

half of the main frequency by using a preprocessing technique. In simulation results, the RMS value of a real signal of

the steel electric arc furnace of the Esfahan Mobarakeh Steel Company is calculated by using the suggested method.

The results clearly show that the accuracy of the proposed approach is better than that of conventional and grouping

methods.

Key words: Even harmonics, odd harmonics, Hilbert transform, root mean square value, wavelet packet transform,

electric arc furnace

1. Introduction

Nowadays, with an increase in the use of power electronic devices, electric arc furnaces (EAFs; AC and DC), and

induction furnaces, odd and even harmonics are injected into power systems [1–3]. Since harmonics have adverse

effects on power systems, they must be removed; however, this removal demands careful study [4–6]. For this

purpose, Fourier-based methods have been proposed. Although these methods shown a very good performance,

they are unsuitable for the analysis of nonstationary waveforms [7–9]. In this case, the FFT introduces serious

errors due to the spectral leakage and picket fence phenomena [7]. Figure 1a shows a nonstationary current

waveform of 50 Hz frequency. The current amplitude changes with time; it starts from an initial value of 10 A

at t = 0 s and then the amplitude increases to 60 A at t = 0.1 s. The FFT spectrum shows a 35 A component

at 50 Hz (which does not exist in the original waveform). Moreover, the FFT spectrum shows other components

spread along the frequency axis; these components do not exist in the original waveform, either. The spectral

leakage is very evident from Figure 1b, which causes inaccurate results.

Wavelet packet transform (WPT)-based methods have been proposed to overcome the drawbacks of the

Fourier-based methods [10]. Although the computational burden of the wavelet transform is higher than that

of the Fourier transform [11], the Fourier transform can only be used to analyze stationary signals. Thus, using

the wavelet transform to analyze nonstationary signals is inevitable.
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Figure 1. Nonstationary waveform: (a) time domain waveform, (b) FFT spectrum.

In wavelet-based methods, the input signal must be sampled so that the frequency of all harmonics

is located in the center of extracted frequency bands to enhance the calculation accuracy. Odd harmonics

frequency can be easily located in the center of extracted frequency bands if there are only odd harmonics in

the signal understudy. However, this cannot be done easily for signals with both odd and even harmonics.

So far, 2 methods have been proposed for RMS value calculation by WPT. These methods are the

conventional method [12–14] and grouping methods [15–19]. The conventional method assumes that only

odd harmonics exist in the signal under study and so the input signal is decomposed by WPT so that the

odd harmonics are located in the center of extracted frequency bands. Depending on the even harmonics’

amplitude, the existence of both odd and even harmonics can affect the accuracy of RMS calculation in the

conventional method since the even harmonics are located on the border of the extracted frequency bands,

causing harmonic frequency interference. Moreover, the calculation of the DC component amplitude is not

present in the conventional method.

The grouping method assumes that both odd and even harmonics exist in the signal under study. In this

method, the input signal is decomposed by WPT so that the harmonics (both odd and even harmonics) are

located on the border of the extracted frequency bands. Then the outputs of WPT are grouped to calculate the

RMS values (grouping method). This method has been used properly to study harmonics, but this method is

not able to calculate the fundamental RMS value accurately. The calculation of the DC component amplitude

is present in the grouping method.

In this paper, a new method is proposed to calculate the RMS value. This method is a combination of the

WPT and Hilbert transform. The Hilbert transform is widely used in power quality studies. For example, in

[10], the input signal is first applied to a discrete Hilbert transform whose aim is to obtain a signal, orthogonal

to the input signal. Then the amplitude and phase angle of the fundamental component of the input signal are

obtained by the complex WPT coefficient. In the proposed method, the complex WPT coefficients are created

as in [10], and then the frequency of all components is increased by half of the main frequency. This process

locates each harmonic component (both odd and even harmonics) in the center of the extracted frequency bands.

Thus, harmonic frequency interference does not occur in the proposed method. Moreover, the calculation of

the DC component amplitude is presented in the proposed method. The proposed method can calculate the

fundamental RMS value more accurately compared with the grouping method. For the arc voltage of an EAF

in the early stage of charging, the percentage error of the fundamental RMS value in the proposed method and

in the grouping method is 0.1078% and 45.3763%, respectively. Moreover, at a fixed sampling frequency, the

number of WPT levels in the proposed method is less than in the grouping method always by one.

To examine the validity of the proposed method and make a comparative study with the conventional and
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grouping methods, the EAF of the Esfahan Mobarakeh Steel Company (EMSC) in different operation conditions

and a hypothetical signal were simulated by MATLAB software to consider both odd and even harmonics. The

results confirm the superiority of the proposed method.

The remaining part of this paper is organized as follows: Section 2 considers the wavelet transform

clarification. Section 3 examines the RMS value definition in the wavelet domain. Section 4 outlines the
proposed method and its details. A case study and analysis of the results are presented in Section 5, Section 6

studies the time cost and computational burden, Section 7 examines the effect of mother wavelets, and Section

8 concludes the paper.

2. Wavelet transform

In general, wavelet theory encompasses continuous wavelet transform (CWT), discrete wavelet transform

(DWT), and WPT as introduced in this section.

2.1. Continuous wavelet transform

The CWT of a continues signal (f(t)) at scale a and position b is computed by Eq. (1):

Wf (a, b) = |a|−
1
2

∫ ∞

−∞
f(t)ψ∗

(
t− b

a

)
dt (1)

where the symbol ∗ denotes the complex conjugate and ψ is the mother wavelet. The mother wavelet is a

function of the zero average, while the limited period that is dilated by the scale parameter a and translated

by b is shown in Eq. (2).

ψa,b(t) = |a|−
1
2 ψ

(
t− b

a

)
a, b ∈ R, a ̸= 0 (2)

The signal f(t) can be decomposed by Eq. (3).

f(t) =
1

Cψ

∫ ∞

−∞

∫ ∞

−∞

1

a2
Wf (a, b)ψ

(
t− b

a

)
dadb (3)

Here, Cψ =
∫∞
−∞

|ψ(ω)|2
ω dω <∞ ,

2.2. Discrete wavelet transform

DWT is designed by the multiresolution analysis that decomposes the input signal into various frequency bands

with their width depending on sampling frequency and DWT levels. Figure 2 shows a 2-level DWT [20].
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Figure 2. Two-level analysis part of the DWT.
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In this figure, dmj is the wavelet coefficient at the decomposition level j and the frequency band m [7].

In each level, the input signal is filtered by FIR low-pass and high-pass filters and then is downsampled by 2.

This process decomposes the input signal into several frequency bands with the FIR filter coefficients depending

on the mother wavelet. The relationship between the sampling frequency (fs) and the frequency band width

(fbw) can be expressed by [21]:

fbw =
fs

2J+1
(4)

where J is the total number of DWT levels.

2.3. Wavelet packet transform

WPT is a generalization of the DWT that performs a full decomposition tree. In other words, WPT decomposes

the input signal into several frequency bands with the same length. Figure 3 shows the 2 decomposition level

tree [22].
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Figure 3. Structure of WPT.

In WPT, the number of the extracted frequency bands at decomposition levelj (Mj) is obtained by Eq.

(5).

Mj = 2j (5)

According to Eq. (5), if the total number of WPT levels is equal to J , the total number of the extracted

frequency bands (M) will be equal to:

M =

J∑
i=1

2i = 2
(
2J − 1

)
(6)

3. RMS value definition in the wavelet domain

WPT is a time-frequency domain tool, which can be used for RMS value calculation in power systems. The

input signal must be decomposed into several frequency bands for calculating the RMS value. In the time–

frequency domain, the signal v(t) with the 2 N sample point can be expressed by the following equation [20]:

v(t) =
2N−J−1∑
k=0

d0j [k]ϕj,k (t) +
2J−1∑
n=1

2N−J−1∑
k=0

dnj [k]ψ
n
j,k (t)

 = v0j +
2J−1∑
n=1

vnj (7)
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where dnj is the WPT coefficient at frequency band n and decomposition level j , and vnj is the voltage at

extracted band n and decomposition level j . Also, φ and ψ are the scaling function and the mother wavelet,

respectively. The RMS value in the wavelet domain can be obtained by substituting Eq. (7) into the RMS

value time domain formula. After simplification, Eq. (8) is obtained for the RMS value.

vrms =

√√√√ 1

2N

2N−j−1∑
k=0

(
d0j [k]

)2
+

1

2N

2j−1∑
m=1

2N−j−1∑
k=0

(
dmj [k]

)2
(8)

Eq. (8) is proven in Appendix A.

4. Proposed method

The proposed method calculates the RMS value by the Hilbert transform and WPT, which will be explained

in the next subsection. Then the proposed method’s flowchart is described in detail.

4.1. Hilbert transform

The Hilbert transform is a time-domain to time-domain transformation, which shifts the phase of a signal by

π/2. Positive frequency components are shifted by +π/2 rad and negative frequency components are shifted by

–π/2 rad. Applying a Hilbert transform to a signal twice in succession shifts the phases of all of the components

by π rad. The Hilbert transform is defined by [22]:

H(v(t)) =
1

π

∫ ∞

−∞

v(τ)

t− τ
dτ = v(t) ∗ 1

πt
(9)

According to Eq. (9), the Hilbert transform can be considered as the convolution integral of signal v(t) and

1/(πt). In this paper, the main contribution of the Hilbert transform is to shift the frequency of the input

signal components by producing an orthogonal signal. The frequency shifting is necessary to locate both the

odd and the even harmonics in the center of the extracted frequency bands by wavelet transform.

4.2. Proposed method flowchart

In the proposed method, the Hilbert transform of the input signal is first calculated and then an equation in a

complex form is written as follows:

a = v(t) + jH (v (t)) (10)

where H(v(t)) is the Hilbert transform of v(t) and j is an imaginary unit. If an exponential form of a complex

number is multiplied in Eq. (10), the frequency of all the components will increase. This process is shown as in

Eq. (11):

b = a× eπftj (11)

where f is the main frequency and t is the time. As such, the frequency of all harmonics is shifted by f/2

and odd and even harmonics are located in the center of the extracted frequency bands. After increasing the

frequency of all the components by Eq. (11), the real part of Eq. (11) is chosen as the input signal of the WPT.

This process is shown as follows:

d00,k = Real (b) (12)
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It should be noted that if the DC component exists in the input signal, the actual overall RMS value will be

obtained by the following equation:

vrms =

√√√√A2
DC +

n∑
i=1

A2
i

2
(13)

where ADC is the DC component amplitude and A i is the ith harmonic amplitude. If the proposed

method is used for the calculation of the overall RMS value, the DC component will appear as a sinusoidal wave

of f/2 frequency. In this case, the overall RMS value will be equal to:

vrms =

√√√√A2
DC

2
+

n∑
i=1

A2
i

2
=

√√√√(ADC√
2

)2

+
n∑
i=1

A2
i

2
(14)

Eqs. (13) and (14) do not offer the same overall RMS value. Therefore, Eq. (14) must be converted to Eq. (13).

For this purpose, if the lowest extracted frequency band, which includes only the DC component, is multiplied

by
√
2, Eq. (14) will be converted to Eq. (13). Considering the mentioned topics, the flowchart of the proposed

method can be drawn as in Figure 4.
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Figure 4. Proposed method’s flowchart.

It should be noted that the wavelet transform is very sensitive to the end effects of the analyzed signal.

The end effects are very common in processing finite-length signals [23,24]. The proposed method has been

designed to calculate the RMS voltage and the current of the EAF of the EMSC in real-time. Thus, the

input signal of the proposed method can be considered as an infinite signal and the end effects can be ignored.

Therefore, the end effects are not considered in the proposed method.

5. Case studies

To examine the proposed method, 2 cases are evaluated by MATLAB software. The first case is the supplying

network of the EAF of the EMSC, while the other case is a hypothetical signal in the MATLAB environment.

5.1. First case study (EAF of EMSC)

In this subsection, the supplying network of the EAF of the EMSC is simulated by MATLAB software in

different operational conditions. The network of the EAF of the EMSC is shown in Figure 5a. The EAF is

connected to the point of common coupling (PCC) through the cable, furnace transformer (TF ), and main

transformer (TS). The TF is used to change the active input power of the arc furnace. This transformer is

equipped with a tap changer located at the secondary winding to change the voltage of the furnace.
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Figure 5. Supplying network of EAF: (a) single-line diagram, (b) simplified model.

The simplified model of the simulated network is shown in Figure 5b. In this figure, all the impedances

have been transferred into the secondary of TF . In the figure, ẊLSC and ṘSC are the short circuit reactance

and the resistance at the bus PCC, respectively. Xt and Rt are the equivalent reactance and resistance of the

cable, TF and TS . The specifications of the supplying network are given in Appendix B.

5.1.1. Load modeling of EAF model

The EAF is one of the most important furnaces for steelmaking, smelting, and refining of scrap metals. The

EAF consists of a refractory-lined vessel covered with a retractable roof through which one or more graphite

electrodes enter the furnace. Scrap metal is delivered to the vessel and then melted by an electric arc generated

by graphite electrodes. In this subsection, 3 time-domain models of the EAF are introduced. These models are

hyperbolic, exponential, and exponential-hyperbolic models.

5.1.1.1. Hyperbolic model

In this model the voltage-current characteristic (VIC) of the EAF is considered as follows [1,25,26]:

Varc(Iarc) =


(
VT + Ci

Di+|Iarc|

)
sign(Iarc)

dIarc

dt ≥ 0(
VT + Cd

Dd+|Iarc|

)
sign(Iarc)

dIarc

dt < 0

(15)

whereIarc and Varc are the arc current and voltage of a specific phase, respectively. VT is the magnitude of

the voltage threshold that the voltage approaches as the current increases. (Ci , Cd) and (Di , Dd) correspond

to the arc power and the arc current, respectively, and they can take different values.

5.1.1.2. Exponential model

In this model, the VIC of the EAF is described as in Eq. (16) [1].

Varc(Iarc) = VT (1− e−
|Iarc|

I0 )sign(Iarc) (16)

In Eq. (16), a current constant (I0) is employed to model the steepness of the positive and negative currents,

and an exponential function is used to describe the VIC of the EAF.

5.1.1.3. Exponential-hyperbolic model

The exponential and hyperbolic models are traditional models and the exponential-hyperbolic model is a

combination of these models. Thus, the exponential-hyperbolic model has characteristics of both hyperbolic
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and exponential models. This model is defined by Eq. (17) [1]:

Varc (Iarc) =


(
VT + C

D+|Iarc|

)
sign (Iarc)

dIarc

dt ≥ 0

VT

(
1− e−

|Iarc|
I0

)
sign (Iarc)

dIarc

dt < 0

(17)

where C and D correspond to the arc power and arc current, respectively. The exponential-hyperbolic model

has the following main features [1,27,28]:

1. Modeling of the EAF with good approximation with no need for the initial conditions of the EAF.

2. Description of different operating conditions of the EAF and the power system.

3. Presentation of an efficient model with a very good approximation for the VIC.

4. Characteristics of both the hyperbolic and exponential models.

According to the mentioned features, the exponential-hyperbolic model is the best choice for EAF modeling.

Thus, in this paper, the exponential-hyperbolic model has been used for EAF modeling.

Depending on the value of VT , the EAF can work on the balanced, unbalanced, and early stages of

charging [1]. In order to simulate the balanced and unbalanced conditions of the EAF, the same and different

values of VT in Eq. (17) are chosen for different phases, respectively. In addition, different values of VT

are considered for the positive and negative parts of each phase current to simulate the even harmonics with

relatively high amplitude in the early stage of charging.

The VT for the positive and negative current of the EAF of the EMSC is considered as VT = 200 (positive

current) and VT = 175 (negative current) [1]. The greater difference between the negative and the positive

currents leads to a greater amplitude of even harmonics. Thus, considering the worst condition in this paper,

VT is chosen as 180 and 220 for the negative and the positive current, respectively. The parameters employed

to simulate the EAF are shown in Appendix B.

5.1.2. Frequency increase by the proposed method

As mentioned, the proposed method increases the frequency of all harmonics equal to half of the main frequency

where the main frequency is 50 Hz. The frequency of Varc is increased by Eq. (11) to evaluate the frequency

increase by the proposed method.

Varc in the early stage of charging is shown in Figure 6a. In [7], 32 samples per fundamental cycle (1920

Hz for 60 Hz) are used for power and RMS calculation by the wavelet packet transform. In this paper, 64

samples per fundamental cycle (3200 Hz for 50 Hz) are used for considering the signals with better resolution.

Moreover, according to the Nyquist sampling theorem, harmonics order up to order 32 can be studied by 3200

Hz sampling frequency. On the other hand, according to Figure 6b, the amplitude of the harmonic orders

greater than 32 can be neglected in comparison with low-order harmonic amplitudes. Therefore, in this paper,

the sampling frequency of 3200 Hz has been used to have a tradeoff between the accuracy and time cost (high

sampling frequency increases the time cost).
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Figure 6. Varc in the early stage of charging: (a) Varc , (b) frequency spectrum of Varc .

The obtained results and the frequency spectrum of the increased frequency signal are shown in Figure

7a and Figure 7b, respectively. As expected, the proposed method increases the frequency of all harmonics

equal to half of the main frequency (25 Hz). The total harmonic distortion (THD) of the original signal and

the increased frequency signal are 50.31% and 50.496%, respectively. The difference between these 2 THDs is

due to the fact that the DC component in the original signal appears as a sinusoidal wave of 25 Hz frequency

in the increased frequency signal.
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Figure 7. Frequency increased signal: (a) Varc , (b) frequency spectrum of frequency increased signal.

5.1.3. Comparison with the conventional method

In this paper, 5 decomposition levels have been used in the conventional and the proposed methods. In the

conventional method, the fundamental component of the input signal must be located at the center of the

extracted frequency band. Therefore, the band width of the extracted frequency bands must be 100 Hz. On

the other hand, the sampling frequency is equal to 6400 Hz in the conventional method. According to Eq. (4),

the band width of 100 Hz can be achieved by 5 decomposition levels.

In the proposed method, the frequency of all harmonic components has been increased by half of the

main frequency and the new frequencies are shown in Table 1.

Table 1. Frequency of harmonic components in the proposed method.

DC 1st 2nd 3rd 4th
25 Hz 75 Hz 125 Hz 175 Hz 225 Hz
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According to Table 1, the band width of the extracted frequency bands must be 50 Hz to locate the

harmonic components in the center of the extracted frequency bands. On the other hand, the sampling frequency

is equal to 3200 Hz in the proposed method. Thus, according to Eq. (4), the band width of 50 Hz can be achieved

by 5 decomposition levels.

As mentioned, the input signal is sampled so that the odd harmonics are located in the center of the

extracted frequency bands in the conventional method. In this method, the even harmonics are located on

the border of the extracted frequency bands, bringing about harmonic frequency interference. To address this

issue, the first 4 extracted frequency bands in the conventional and proposed methods, as well as the harmonics

present at each frequency band, are presented in Tables 2 and 3, respectively. According to Table 3, there are

2 harmonics on the border of each frequency band in the conventional method. Thus, there is always harmonic

frequency interference between harmonic components. Moreover, the DC component is always located on the

border of the first extracted frequency band while the calculation of the DC component amplitude is not included

in the conventional method. However, in the proposed method, there is only 1 harmonic in each frequency band

and no frequency interference takes place. Moreover, the calculation of the DC component amplitude is included.

Table 2. The extracted first 4 frequency bands in conventional and proposed methods.

Method Sampling frequency (Hz)
Frequency band
d05 d15 d25 d35

Conventional 6400 0–100 Hz 100–200 Hz 200–300 Hz 300–400 Hz
Proposed 3200 0–50 Hz 50–100 Hz 100–150 Hz 150–200 Hz

Table 3. Extracted frequency bands and corresponding harmonics.

Method
Frequency band
d05 d15 d25 d35

Conventional DC, 1st ,2nd 2nd , 3rd, 4th 4th, 5th, 6th 6th, 7th, 8th
Proposed DC 1st 2nd 3rd

To calculate the RMS values, the selected sampling window width is ten cycles of the fundamental

frequency (200 ms) as in IEC Standard 61000-4-30 [29]. The db43 is selected as the mother wavelet. In Section

7, the effect of different mother wavelets is evaluated. In the next subsections, the RMS values of VPCC and

Varc are calculated in different operational conditions of the EAF by the conventional and proposed methods.

5.1.3.1. The early stage of charging

The absolute percentage errors for the RMS values of Varcand VPCC in the early stage of charging are presented

in Figure 8a and Figure 8b, respectively. The results show that the absolute percentage errors in the conventional

method are higher than those associated with the proposed method. The true RMS values of VPCC and Varc

are listed in Table 4 as calculated by Fourier transform.

According to Table 4, the amplitudes of the DC component and the second harmonic are very low

compared with the fundamental RMS value. Thus, the frequency interference is not clear enough in Figure 8.

To examine the frequency interference in the conventional method, VT of the negative current is decreased to

160. The true RMS values of Varc and VPCC are presented in Table 5 for this case. According to this table,

the amplitude of the DC component and the 2nd harmonic are increased by 50% and 40%, respectively.
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Figure 8. Absolute percentage errors of RMS values in the early stage of charging: (a) Varc , (b) VPCC .

Table 4. True RMS values of Varc and VPCC in the early stage of charging.

Voltage DC component Fundamental 2nd harmonic Overall
Varc 8.7307 182.8175 18.6959 205.3334
VPCC 2.7405 284.3146 9.3833 288.1617

Table 5. True RMS values of Varc and VPCC in the early stage of charging.

Voltage DC component Fundamental 2nd harmonic Overall
Varc 13.0626 172.7105 26.2054 194.9405
VPCC 4.0965 277.5786 13.1380 281.2272

The absolute percentage errors of the RMS values calculated by the proposed and conventional methods

are presented in Figure 9a and Figure 9b. According to Figures 8 and 9, the absolute percentage errors in the

conventional method increase with an increase in the amplitude of the DC component and the second harmonic

while the accuracy of the proposed method is almost independent of the amplitudes of the second harmonic

and DC component.
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Figure 9. Absolute percentage errors of RMS values in the early stage of charging: (a) Varc , (b) VPCC .
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5.1.3.2. Balanced condition

In this case, VT in Eq. (17) is considered to be 220 for different phases as well as for the positive and negative

currents. Thus, the EAF will work in the balanced condition. True RMS values of Varc and VPCC of phase a

in the balanced condition and their absolute percentage errors are presented in Table 6, Figure 10a, and Figure

10b, respectively. As is clear from Table 6 and Figure 10, the absolute percentage errors associated with the

proposed method are lower than in the conventional method for both the arc and PCC voltages due to the

existence of the DC component and 2nd harmonic.

Table 6. True RMS values of Varc and VPCC of phase a in the balanced condition.

Voltage DC component Fundamental 2nd harmonic Overall
Varc 1.9701 202.0228 4.3628 225.9213
VPCC 0.7697 297.4181 2.2132 301.7665
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Figure 10. Absolute percentage errors of RMS values of phase a in the balanced condition: (a) Varc , (b) VPCC .

5.1.3.3. Unbalanced condition

In this case, VT is considered to be different for different phases and the same for the positive and negative

currents. VT is considered to be 220, 250, and 280 for phases a, b, and c, respectively. The true RMS values

of Varc and VPCC of phase b and phase c in the unbalanced condition and their absolute percentage errors

are presented in Table 7 and Figures 11 and 12, respectively. The results obtained for phase a are the same as

previously. Thus, the results are not presented for phase a. According to Figures 11 and 12, the accuracy of

the proposed method is better than that of the conventional method, especially for VPCC. However, for Varc ,

the accuracy of the conventional method for the fundamental RMS is slightly better than that of the proposed

method due to the low amplitudes of the DC component and 2nd harmonics. Moreover, the accuracy of the

proposed method for the overall RMS is slightly better than that of the conventional method.

5.1.4. Comparison with the grouping method

In this subsection, the proposed method is compared with the grouping method in terms of accuracy. In order

to address this issue, Varc and VPCC are sampled at 3200 Hz and 5 decomposition levels are considered. The

db43 has been selected as the mother wavelet in both methods.
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Figure 11. Absolute percentage errors of RMS values in unbalanced condition for phase b: (a) Varc , (b) VPCC .
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Figure 12. Absolute percentage errors of RMS values in unbalanced condition for phase c: (a) Varc , (b) VPCC .
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Figure 13. Absolute percentage errors of RMS values in the early stage of charging: (a) Varc , (b) VPCC .
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In the grouping method, only one harmonic must exist at the borders of each extracted frequency band.

Thus, the band width of the extracted frequency bands should be 25 Hz. Therefore, according to Eq. (4), the

number of wavelet levels must be 6 to obtain the band width of 25 Hz.

Figures 13 and 14 present the absolute percentage errors of the RMS values for Varc and VPCC in the

early stage of charging and balanced conditions, respectively. Moreover, Figures 15 and 16 present the absolute

percentage errors of RMS values for Varc and VPCC in the unbalanced conditions. According to these figures,

the fundamental RMS values presented by the grouping method are not acceptable because of their high errors.

However, the DC components are calculated with very high accuracy by the grouping method such that the

errors associated with the DC component are zero in most cases. For the overall RMS values, the results

obtained by both proposed and grouping methods are calculated with high accuracy, but the accuracy of the

overall RMS values of the proposed method is slightly better than that of the grouping method.
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Figure 14. Absolute percentage errors of RMS values in balanced condition for phase a: (a) Varc , (b) VPCC .
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Figure 15. Absolute percentage errors of RMS values in unbalanced condition for phase b: (a) Varc , (b) VPCC .
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5.2. Second case study (hypothetical signal)

In this case, a hypothetical signal with different types of harmonics is simulated in MATLAB software to evaluate

the performance of the 3 above-mentioned methods. At first, a signal with only odd harmonics is simulated as

follows:

x(t) = 100 sin(ωt) + 40 sin(3ωt) + 30 sin(5ωt), ω = 100π (18)

In Figure 17, the absolute percentage errors for 3 methods are shown in the case with only odd harmonics.

According to this figure, the conventional method has the best performance because of the absence of even

harmonics (no frequency interference) and the absolute percentage error associated with the fundamental is

very high in the grouping method. Moreover, the absolute percentage error associated with the overall RMS

value is the same in the methods.
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Figure 16. Absolute percentage errors of RMS values in unbalanced condition for phase c: (a) Varc , (b) VPCC .

To examine the effect of the DC component on the accuracy of the methods, a DC component with

amplitude of 5 is added to the simulated signal in Eq. (18).

x(t) = 100 sin(ωt) + 40 sin(3ωt) + 30 sin(5ωt) + 5 (19)

In this case, the proposed method has the best performance as shown in Figure 18 and because of the frequency

interference phenomena, the absolute percentage error associated with the fundamental RMS increases in the

conventional method.

To consider the odd and even harmonics and the DC component simultaneously, the even harmonics are

added to the hypothetical signal in Eq. (19).

x(t) = 100 sin(ωt) + 20 sin(2ωt) + 40 sin(3ωt) + 10 sin(4ωt) + 30 sin(5ωt) + 5 (20)

As it shown in Figure 19, the accuracy of the overall RMS is the same for the 3 methods. However, the accuracy

of the fundamental RMS for the proposed method is far better than that of the other 2 methods. Moreover, the

accuracy of the DC component calculation in the grouping method is better than that of the proposed method.
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Figure 17. Absolute percentage errors of RMS values for

hypothetical signal with only odd harmonics.

Figure 18. Absolute percentage errors of RMS values for

hypothetical signal with odd harmonics and DC compo-

nent.
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Figure 19. Absolute percentage errors of RMS values for hypothetical signal with odd and even harmonics and DC

component.

6. Time cost and computational burden

The time cost of the traditional and the proposed methods is shown in Table 8. The calculations are performed

by MATLAB 2010a on an Intel core i5 2.53 GHz with a memory of 4.00 GB.

Table 8. Time cost of the methods.

Method Time cost
Proposed 0.956905 s
Conventional 0.961312 s
Grouping 1.376785 s

According to Table 8, the time cost of the proposed and the conventional methods is almost the same,

but the time cost of the grouping method is higher than that of the proposed and the conventional methods.

3193



MODARRESI and HOOSHMAND/Turk J Elec Eng & Comp Sci

Two factors affecting the time cost are the sampling frequency and the number of wavelet levels. The number of

the wavelet levels is the same in both the proposed and the conventional methods, but the sampling frequency

in the conventional method is higher than that of the proposed method. Higher sampling frequency increases

the number of samples leading to higher time cost. Therefore, the conventional method requires a little more

time than the proposed method.

As shown in Figure 3, each extracted frequency band requires a certain amount of computation. Thus,

if the extracted frequency bands are increased, the computational burden will also increase. The WPT levels

required for the proposed and the conventional methods are less than those for the grouping method. If the

number of the WPT levels in the grouping method is equal to N , the number of the WPT levels in the proposed

and the conventional methods will be equal to N – 1. Therefore, the difference between the numbers of the

extracted frequency bands is expressed according to Eq. (6) as follows.

∆M =MGroupingMethod −MPr oposedMethod = 2N (21)

According to Eq. (21), the grouping method has 2 N more extracted frequency bands than the proposed and

the conventional methods. For example, in this paper, 6 decomposition levels were used in the grouping method.

Therefore, the grouping method has 64 more extracted frequency bands than the proposed and the conventional

methods, requiring more time than the proposed and the conventional methods.

7. Effect of mother wavelet

There are many mother wavelets that can be used for signal analysis. In this paper, the effect of Daubechies

(db), biorthogonal (BIOR), reverse biorthogonal (RBIOR), and Coiflet (COFI) mother wavelets are evaluated

based on the accuracy of the RMS values. In Figure 20, the absolute percentage errors of RMS values of VPCC

calculated by different mother wavelets are provided. According to this figure, among the Daubechies mother

wavelets, the db43, db35, and db30 mother wavelets provide acceptable results and the db43 mother wavelet

has the best performance. The other mother wavelets provide great errors, especially for the DC component.

Thus, the db43 mother wavelet is the best candidate for the RMS value calculation.
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Figure 20. Effect of mother wavelets on RMS values calculation accuracy.

The db43 mother wavelet, which is a 43-order mother wavelet, is a member of the Daubechies mother

wavelet family. The Daubechies mother wavelet family contains many mother wavelets. The waveforms of

different Daubechies mother wavelets are shown in Figure 21 [30]. As can be seen from this figure, as the
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order of Daubechies mother wavelets is increased, the mother wavelet becomes more complex. Increasing the

mother wavelet order increases the calculation accuracy, but higher order than 43 brings about instability in

the algorithm used for the computation of the mother wavelet coefficient [7].

Figure 21. Waveform of the differently ordered Daubechies mother wavelets [25].

8. Conclusion

In this paper, a new combined method was proposed based on WPT and Hilbert transform for RMS value

calculation. The proposed method increases the frequency of all the components equal to half of the main

frequency. Thus, the frequency of all the components is located in the center of the extracted frequency bands

and the accuracy of RMS value calculation is enhanced. To evaluate the proposed method and consider both

odd and even harmonics, the supply network of the EAF of the EMSC and a hypothetical signal were simulated

in MATLAB software. The proposed method was compared with the conventional and grouping methods and

the results showed that the proposed method, unlike the conventional and grouping methods, could calculate

the fundamental RMS value more accurately. Furthermore, the number of extracted frequency bands by the

proposed method was less than in the grouping method.
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A. Appendix

The RMS value of v(t) is provided by the following equation in the time domain.

vrms =

√√√√√ 1

T

T∫
0

v2 (t) dt (A.1)

If Eq. (7) is substituted into Eq. (A.1):

vrms =

√√√√√ 1

T

T∫
0

[
2N−j−1∑
k=0

d0j [k]ϕj,k (t) +

2j−1∑
m=1

(
2N−j−1∑
k=0

dmj [k]ψmj,k (t)

)]2
dt (A.2)

Since (a+ b)
2
= a2 + 2ab+ b2 , we have:

vrms =

√√√√√√√√√ 1

T


2N−j−1∑
k=0

[
d0j [k]

]2 T∫
0

[ϕj,k (t)]
2
dt+ 2

2j−1∑
m=1

(
2N−j−1∑
k=0

d0j [k] d
m
j [k]

)
T∫
0

ϕj,k (t)ψ
m
j,k (t) dt

+
2j−1∑
m=1

(
2N−j−1∑
k=0

[
dmj [k]

]2
ψmj,k (t)

T∫
0

[
ψmj,k (t)

]2
dt

)
 (A.3)

If the following properties of wavelets are used:

T∫
0

[ϕj,k (t)]
2
dt = 1,

T∫
0

ϕj,k (t)ψ
m
j,k (t) dt = 0,

T∫
0

[
ψmj,k (t)

]2
dt = 1 (A.4)

And if Eq. (A.4) is substituted into Eq. (A.3):

vrms =

√√√√ 1

T

{
2N−j−1∑
k=0

(
d0j [k]

)2
+

2j−1∑
m=1

(
2N−j−1∑
k=0

(
dmj [k]

)2)}
(A.5)

If this relationship is written in discrete form, we have the following equation, from which Eq. (8) is obtained:

vrms =

√√√√ 1

2N

2N−j−1∑
k=0

(
d0j [k]

)2
+

1

2N

2j−1∑
m=1

(
2N−j−1∑
k=0

(
dmj [k]

)2)
(A.6)

B. Appendix

This appendix describes the parameters used in simulations as shown in Figure 5. These parameters are shown

in Tables B1 and B2.

Table 1B. Specifications of the supplying network of EAF of EMSC.

Xt (mΩ) Rt (mΩ) ẊSC (mΩ) ṘSC(mΩ) f (Hz) EAC (V)
7.867 1.899 7.976 0.8524 50 586
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