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Abstract: Finding a subset of features from a large dataset is a problem that arises in many fields of study. Since the

increasing number of features has extended the computational cost of a system, it is necessary to design and implement a

system with the least number of features. The purpose of feature selection is to find the best subset of features from the

original ones. The result of the best selection is improving the computational cost and the accuracy of the prediction.

A large number of algorithms have been proposed for feature subset selection. In this paper, we propose a wrapper

feature selection algorithm for a classification that is based on chaos theory, binary particle swarm optimization, and

local search. In the proposed algorithm, the nearest neighbor algorithm is used for the evaluation phase.

Key words: Feature selection problem, metaheuristic approach, local search, binary particle swarm optimization, chaos

theory

1. Introduction

Feature selection is an issue about selecting the best subset of features among the primary features, the ones that

show the best performance in a classified accuracy [1]. Since finding the best feature subset is in exponential

space, the feature selection problem is intractable or NP-hard [2]. In order to overcome the intractable property

of the feature selection problem, good search algorithms are required. A good search algorithm should provide

[3]: 1) good global search, 2) rapid convergence to a near optimal solution, 3) the ability for good local search,

4) and high computational efficiency.

Feature selection has many applications in pattern recognition [4], machine learning [5], data mining [6],

statistics [7], image processing [8], and signal processing [9]. The objective of feature selection is to identify

important features in the dataset and remove any other irrelevant features and redundant information [10].

Four main reasons for using feature selection as a preprocessing step in many applications are [11]: 1) reducing

the computational cost, 2) removing the irrelevant or redundant features and therefore saving the cost of

measurement of nonselected features, 3) improving accuracy, and 4) providing the identity of the selected

features that supplied the best insights into the nature of the problem at hand.

There are different categories in various sources for feature selection algorithms. Generally

they fall into 2 categories [12]. The first are filters and the second are wrappers. The filter-based methods

have 3 phases [13]: Phase 1, feature set generation that generates a feature subset; Phase 2, measurement of

the feature set that measures the information of the current feature set; and Phase 3, testing of the feature set

by a learning algorithm.
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Phase 1 and 2 run repeatedly while the result does not satisfy the stop criterion. The stop criterion could

be a threshold of the measurement results. When a feature set reaches the threshold, filter methods enter Phase

3 and the goodness of the feature set is tested by a learning algorithm like support vector machine (SVM), K-

nearest neighbors (KNN), neural network (NN), and so on. The phases of feature selection in wrapper methods

are similar to filter methods except that Phase 2 is replaced by a learning algorithm.

The filters are fast due to using a simple measurement, but its result is not always satisfactory. The

wrappers have good performance due to use of a learning algorithm [13], but they are very slow compared to

filter methods [14].

In this paper, we introduce a combinational search method that can balance between discovering the new

region and the local search. It tries to select a subset by a more accurate and low cardinality.

The rest of this paper is organized as follow: Section 2 is about a review of existing techniques in the

area of feature selection. Preliminaries of the proposed method are given in Section 3, the proposed method

is explained in Section 4, implementation and the results are provided in Section 5, and finally conclusions are

given in Section 6.

2. A review of existing techniques

The algorithm used for feature selection depends on the cardinality of the original feature set. The feature

selection problem based on cardinality feature set falls into 3 categories [15]: cardinality between )0, 19( (small-

scale), cardinality between )20, 49( (medium-scale), and cardinality ≥50 (large-scale). There are 2 groups of

algorithms in each scale: wrapper and filter-based ones. Two famous wrapper-based methods that use a greedy

search strategy are sequential forward selection (SFS) [16] and sequential backward selection (SBS) [17]. SFS

starts with the empty set and adds the most rewarding features among the unselected ones in each iterative.

SBS starts with all features and removes the least rewarding features among the selected ones in each iteration

until the stop criterion is satisfied [18]. The main disadvantage of the SFS method is that when a feature

is added to the feature subset it cannot be removed in the future, and another disadvantage of SBS is high

computation cost since the criterion function evaluates larger sets of features [19]. In addition, both of them fall

into local optima easily [3]. The stochastic search strategy has been developed for solving large-scale problems

and the most famous of them are [3]: the genetic algorithm [20], ant colony optimization [21], particle swarm

optimization [22], and simulated annealing [23]. These methods are stochastic optimization approaches that are

inspired by nature and try to achieve better solutions by referencing the feedback and heuristic information [24].

The advantage of these algorithms is that they efficiently capture feature redundancy and the disadvantage of

these algorithms is that they are computationally expensive while being a less exhaustive search [3]. Well-known

filter methods include the t-test [25], chi-square test [26], Wilcoxon test [27], mutual information [28], Pearson

correlation coefficients [29], and principal component analysis [30]. Filtering techniques are very efficient in

selecting, but they are unstable when used on wide feature sets [13].

3. Preliminaries

In this section, we discuss the preliminaries of the search algorithm and of classifiers that will be used in this

proposed method. These preliminary involve particle swarm optimization, binary particle swarm optimization,

chaos theory, local search, and 1-nearest neighbor as classifiers.
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3.1. Standard particle swarm optimization (PSO)

PSO is an optimization algorithm that is inspired by nature. Kennedy and Eberhart proposed it for the first

time to solve the problem in continuous space [31]. It uses a number of particles that constitute a swarm. Each

particle traverses the search space looking for the global minimum (or maximum) [32]. Each particle in the

swarm has its own position, velocity, and best position represented by xt
k , v

t
k , and bestptk . In the optimization

problem the goal is to find the global optimization result represented by Gbest (namely the global best position

of all particles). Each iteration of the algorithm’s position and velocity of each particle is updated by:

vt+1
kd = w×vtkd+c1×r1×

(
bestptkd−xt

kd

)
+c2×r2×

(
Gbesttkd−xt

kd

)
max

(1)

xt+1
kd =xt

kd+vt+1
kd (2)

where c1 and c2 are positive constants, called acceleration coefficients, and r1 and r2 are two random numbers

in the range of [0,1]. W is the inertia weight that controls the influence of the previous velocity on the current

velocity [33]. The velocity vector is kept within a predefined interval as in [Vmin , Vmax ] [34].

3.2. Binary particle swarm optimization (BPSO)

For solving the binary problem Kennedy and Eberhart proposed a binary version of PSO

[35]. For solving the feature selection problem by BPSO, the particle’s position in each dimension is 1

(selected feature) or 0 (nonselected feature). Initial velocities in particles are in the range of [0, 1] [36]. In this

version of PSO, velocity of each particle is updated by:

vt+1
kd = w×vtkd+c1×r1×

(
bestptkd−xt

kd

)
+c2×r2×

(
Gbesttkd−xt

kd

)
(3)

After the velocity update, it is necessary to examine velocity to be in the range [Vmin , Vmax ]. If it is not in

the range we should use the following formula to place it in the range:

vt+1
kd =max

(
min

(
Vmax,v

t+1
kd

)
,Vmin

)
(4)

The position will then be updated by the following formula:

S
(
vt+1
kd

)
=

1

1+e−vt+1
kd

(5)

xt+1
kd =

{
1 if rand < S

(
vt+1
kd

)
0 O.W

(6)

S is a sigmoid function in terms of velocity.

3.3. BPSO with chaotic inertia weight

PSO and BPSO are sensitive to the parameters, and especially the inertia weight. Inertia weight can adjust

the global search facility and the local search facility. Larger inertia weight means that PSO and BPSO tend

to do a global search, while smaller inertia weight means that PSO and BPSO tend to do local searches [37].
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The disadvantages of PSO and BPSO are being prematurely convergent and trapping into local minimum. To

overcome these disadvantages, some improved measures are proposed, such as embedded crossover operation or

use of a chaotic sequence [38]. Chaotic sequences have apparently complicated behavior and sounds that have

random movement; they are nonlinear systems that are sensitive to initial conditions. Due to the nonrepetition of

chaos, it can carry out overall searches at higher speeds than stochastic searches, which depend on probabilities.

The application of chaotic sequences instead of random sequences in PSO is a powerful strategy to improve

the PSO’s performance in preventing premature convergence to local minima [39]. In [36], chaotic sequence by

logistic maps was used to determine the inertia weight value in BPSO. Each iteration is used to prevent the

premature convergence to local minima and to improve classification results. The chaotic sequence by logistic

maps for changing the inertia weight is:

w (t+ 1)= 4× w (t)× (1− w (t))w (t)∈ (0, 1) (7)

When the inertia weight value is close to 1, it means that BPSO tends to do the global search. When the inertia

weight value is close to 0, it means that BPSO tends to do the local search.

In summary, BPSO with chaotic inertia weight is called chaotic binary particle swarm optimization

(CBPSO).

4. Local search

The local search starts from an initial solution (in our case, the feature subset of end points to the global

search) and attempts to achieve better and better solutions. For doing this task (finding better feature subsets),

it evaluates the neighbor solution, and if it is a better solution than the current one it moves to the neighbor

solution. It does that until the stop condition is satisfied. The local search often needs to start from an initialized

solution, and therefore it is recommended to configure a construction heuristic solver phase before it.

In the proposed method we will use the local search to find a better feature subset. As we said, a local

search algorithm is recommended to configure a construction heuristic solver phase before it. Thus, the initial

solution in our local search is global, the best of BPSO, and then the local search does the following tasks:

• Best = global best

• Best fit = global best fit

• C = sum (global best) such that C is cardinality of global best

• Randomly select a number between [1, D] such that D is dimension of data

• New position = invert value of select position

• C’ = sum (new position) such that C’ is the cardinality of new position

• New position fit = evaluate fitness of new position by classifier.

• If New position fit >Best fit

– Best = New position

– Best fit = New position fit

∗ Else if New position fit = Best fit & C’ <C

∗ Best = New position
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4.1. K-nearest neighbors

K-nearest neighbors are familiar classifiers in data mining, machine learning, and pattern recognition that use

distance metrics to predict those classes of instances that still are not seen. There are 3 key elements of this

classifier [40]: 1) a set of labeled objects, 2) distance or similarity metrics, and 3) the number of nearest neighbors

(value of K). In order to predicate a class of new instances, A, we first compute the distance between A and

every object in the training set, and then K, the closest training object to A, is selected. The predicated class,

for instance Z, is specified by majority voting on K-nearest neighbors.

5. Proposed method: combination of CBPSO and local search (CBPSOL) for feature subset

selection

We present a hybrid algorithm (CBPSOL) for selecting optimal feature subsets efficiently. This algorithm is

based on CBPSO and local search. The 1-nearest neighbor (1-NN) method with leave-one-out cross-validation

as a classifier is used for evaluating classification accuracies [36]. CBPSO is a global search algorithm that

is useful for exploration of new regions. The location of each particle is a binary string. If it has a value of

one, it means to select the feature, and if it has a value of zero, it means the feature is not chosen. After a

certain number of iterations of CBPSO, the local search algorithm starts to work from the point where CBPSO

finished. The neighbor of the current solution in the local search algorithm differs in only one bit. We have

used following innovative method: If the accuracy of the current solution neighborhood equals the accuracy of

the current solution but has fewer number of features, we consider it as the current solution, so it has good

local search ability and makes improvements to the solution. The combination of these two algorithms achieves

high accuracy and reduces the number of features. The Figure shows all stages of the proposed method.

CBPSO  

1-NN 

Local search  

1-NN 

Validation 

1-NN 

Stop 

criteria 

Yes

No 

Stop criteria 

satisfied? (120) 

No 

Yes
 

Figure. All stages of proposed algorithm.

6. Implementation and result evaluation

The proposed algorithm is implemented in MATLAB. This method is applied to 2 groups of 8 datasets for

real and synthetic datasets, of low, medium, and high dimensionality. The 8 datasets that are real are in the

UCI repository and the rest of them are synthetic datasets. In order to produce synthetic datasets, we make

a random permutation of existing real datasets so the synthetic datasets have an equal size and range as the

existing real datasets in this work. Table 1 shows the characteristics of the databases used. The initial setups
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for the proposed method are given in Table 2. For controlling the domain values of each feature, features are

normal in the range of 0 and 1. The normalization formula is as follows:

Table 1. Datasets.

No. Datasets Samples Features Classes
1 Wine 178 113 3
2 Hepatitis 155 19 2
3 Wisconsin Diagnostic Breast Cancer (WDBC) 569 30 2
4 Dermatology 366 34 6
5 Ionosphere 351 33 2
6 Spectf 267 44 2
7 Sonar 208 60 2
8 Musk 476 166 2
9 Synthetic 1 178 113 3
10 Synthetic 2 155 19 2
11 Synthetic 3 569 30 2
12 Synthetic 4 366 34 6
13 Synthetic 5 351 33 2
14 Synthetic 6 267 44 2
15 Synthetic 7 208 60 2
16 Synthetic 8 476 166 2

Table 2. Initial setups.

CBPSOL
CBPSO Local search
#Particles W(0) C1 C2 Termination criteria Start point Termination criteria
20 0.86 1.49 1.49 80 iterations gbest 120 iterations

x =
x−minx

maxx−minx
(8)

Table 3 shows the performance of the best and average results of the proposed method on a database presented.

Because the proposed method is a method of a random search algorithm, it was run 10 times and the means

of accuracy ??were considered as the final result. In order to evaluate the proposed method, this algorithm

is compared with the proposed local search, BPSO, and CBPSO [35] methods. The parameters of BPSO and

CBPSO are similar to CBPSOL. The only difference is that the weight is constant in BPSO; the inertia weight

w for BPSO was fixed at 0.48 [36]. The termination criterion is t iterations, with t set to 200. The comparison

results are given in Table 4. As Table 4 shows, the proposed algorithm is on average a set of better results in

terms of classification accuracy for real and high-dimensional synthetic datasets. For the Wine dataset, BPSO,

CBPSO, and CBPSOL produced equal accuracy of 99.44%. For the Dermatology dataset the average accuracy

of the proposed method is the same as BPSO but the average number of features has increased. In the Spectf

dataset the average accuracy of the proposed method is the same as BPSO but the average number of features

has decreased. The rest of the real datasets show increasing classification accuracy coming with decreasing

number of features. In the case of lower-dimensional synthetic datasets, CBPSO has a good performance in

terms of accuracy and small number of features. There is a different result for the medium-dimensional synthetic

datasets. For synthetic dataset 3 BPSO obtained the best accuracy, for synthetic datasets 4 and 6 CBPSO
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has the best accuracy, and CBPSOL obtained a good accuracy and minimum number of features for synthetic

dataset 5. For all of the datasets, both real and synthetic, local search obtained the worst performance.

Table 3. Performance of the proposed method (CBPSOL).

No. Dataset

Without feature
The results The results

selection
of the best of the mean
answer (accuracy) answer (accuracy)

#Features Acc. (%) #Features Acc. (%) #Features Acc. (%)
1 Wine 13 94.94 8 99.44 8 99.44
2 Hepatitis 19 59.3548 13 79.3548 11.9 77.4838
3 WDBC 30 95.25 14 98.24 15.4 97.80
4 Dermatology 34 95.63 21 98.63 19.9 98.36
5 Ionosphere 33 86.89 11 94.59 12.2 94.02
6 Spectf 44 69.29 22 84.64 19.2 83.15
7 Sonar 60 87.5 25 93.75 28.9 93.60
8 Musk 166 85.92 72 94.12 79.3 92.38
9 Synthetic 1 13 36.52 6 48.31 7 46.8
10 Synthetic 2 19 49.03 8 67.10 8.6 65.55
11 Synthetic 3 30 47.02 9 60.18 14.3 58.54
12 Synthetic 4 34 19.67 18 29.78 14.9 28.96
13 Synthetic 5 33 52.42 16 67.52 13.8 66.30
14 Synthetic 6 44 64.79 22 79.78 22.9 77.12
15 Synthetic 7 60 57.69 31 70.67 30.9 68.22
16 Synthetic 8 166 51.05 84 62.40 86.5 60.78

Table 4. Average classification accuracies.

No. Dataset
Local search BPSO CBPSO CBPSOL
#Features Acc. (%) #Features Acc. (%) #Features Acc. (%) #Features Acc. (%)

1 Wine 6 97.75 8 99.44 8 99.44 8 99.44
2 Hepatitis 18 66.45 12.9 77.42 11.9 76.97 11.9 77.48

No. Dataset
Local search BPSO CBPSO CBPSOL
#Features Acc. (%) #Features Acc. (%) #Features Acc. (%) #Features Acc. (%)

3 WDBC 15.5 95.84 18.34 97.68 16 97.75 15.4 97.80
4 Dermatology 19 94.97 19.8 98.36 20.2 98.33 19.9 98.36
5 Ionosphere 17.9 89.92 14.5 93.48 13.2 93.82 12.2 94.02
6 Spectf 22 75.62 22.06 83.15 22.4 83.11 19.2 83.15
7 Sonar 31 88.14 30 93.13 29.7 92.98 28.9 93.60
8 Musk 85.1 86.70 81 91.74 85.2 91.93 79.3 92.38
9 Synthetic 1 6.5 40.39 5.6 48.15 6 48.31 7 46.8
10 Synthetic 2 18 56.77 8 66.45 7.9 66.97 8.6 65.55
11 Synthetic 3 29 52.11 12.6 59.23 12.4 59.05 14.3 58.54
12 Synthetic 4 33 22.13 16.3 28.03 14.6 29.04 14.9 28.96
13 Synthetic 5 32 55.84 14 65.41 14.1 66.01 13.8 66.30
14 Synthetic 6 43 67.42 20.8 77.19 20.2 77.45 22.9 77.12
15 Synthetic 7 59 61.54 32.4 66.39 30.5 66.44 30.9 68.22
16 Synthetic 8 165 52.92 81.5 60.44 82.7 60.29 86.5 60.78

7. Conclusion

Finding the best subset requires a good search algorithm to search among 2d possible cases. A classification

wrapper feature selection mechanism was proposed and tested in this paper. The metaheuristic search works

along with the chaos inertia weight and local search in order to find effective features for classification. The
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metaheuristic searching algorithm with chaos inertia weight prevents premature convergence to local minima and

ends at a good point. This point is the start point of the local search and it increases the accuracy and decreases

the number of features. The aim was to increase the classification accuracy and decrease the number of effective

features with equal accuracy. We compared its performance with the other feature selection methods. CBPSOL

has a strong search capability in the problem space and can efficiently find minimal feature subsets in real

datasets and the high-dimensional synthetic datasets presented in this work. Experimental results demonstrate

a competitive performance.

8. Future work

Some suggestions for future work are:

• Using local search inside CBPSO and proposing a mimetic algorithm for feature selection problems.

• A filter-based method can be used before CBPSOL.

• Using other global searches (GA, ACO, etc.) and other classification methods (ANN, SVM, etc.) can be

an avenue for more research.
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