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Abstract:In this paper, a novel algorithm based on fuzzy logic and neural networks is proposed to find an approximation

of the optimal step size µ for least-mean-squares (LMS) adaptive beamforming systems. A new error ensemble learning

(EEL) curve is generated based on the final prediction value of the ensemble-average learning curve of the LMS adaptive

algorithm. This information is classified and fed into a back propagation neural network, which automatically generates

membership functions for a fuzzy inference system. An estimate of the optimal step size is obtained using a group of

linguistic rules and the corresponding defuzzification method. Computer simulations show that a useful approximation

of the optimal step size is obtained under different signal-to-noise plus interference ratios. The results are also compared

with data obtained from a statistical analysis performed on the EEL curve. As a result of this application, a better mean-

square-error is observed during the training process of the adaptive array beamforming system, and a higher directivity

is achieved in the radiation beam patterns.

Key words: Adaptive filtering, adaptive beamforming, neural-fuzzy systems, least-mean-square algorithm, membership

functions

1. Introduction

Currently, the development of communication systems based on adaptive algorithms is widely used to minimize

the effects of noise and interferences. One of the most commonly used systems is the smart antenna array

[1–3], whose filtering capability depends on the structure and the adaptive algorithm used in its design. For

arrays that incorporate the standard least-mean-squares (LMS) algorithm [4–6], the updating weights, speed

of convergence, and steady-state stability generally depend on the selected fixed step size µ . Therefore, the

main problem focuses on determining the appropriate step size µ to obtain the best qualities of the adaptive

algorithm, which is the core of the smart antenna array. For this reason, the step size µ must be carefully

selected to maintain a balance between a low steady-state error and a rapid convergence rate in response to

the changing environment. Moreover, a good step size can minimize the mean-square-error (MSE) during the

learning process of the adaptive algorithm.

This paper proposes a novel neural-fuzzy algorithm to seek the optimal step size for LMS adaptive arrays.

The proposed search algorithm consists of three processing units: the learning block, the neural-fuzzy unit, and

the searching stage. In the first part of the algorithm, the error ensemble learning (EEL) curve is generated.

In addition, curve-fitting methods and divergence analysis are included to process the EEL curve and obtain

suitable information to remove irregularities due to contamination by additive white Gaussian noise (AWGN).
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In the next stage, the previous information is clustered using the fuzzy c-mean and the max-membership

methods [7]. The data points are assigned membership values according to the cluster to which they belong.

A back propagation artificial neural network uses the data points and the corresponding membership values to

generate the input and output membership functions of the fuzzy inference system (FIS). Finally, in the last

part of the algorithm, an estimate of the optimal step size is obtained using a group of IF-THEN rules and the

centroid defuzzification method. To evaluate the proposed search algorithm, a single LMS adaptive array and

a least-recurve-mean-square (LRMS) hybrid cascade array beamforming [8] system are used.

The organization of this paper is as follows. In section 2, the convergence analysis of the LMS algorithm

is reviewed alongside the problem of finding its optimal step size. In section 3, the methods used for each

part of the proposed algorithm are detailed. The results of the search experiments performed to evaluate the

estimate of the optimal step size are reported and discussed in section 4. Finally, the conclusions are presented

in section 5.

2. Convergence of the LMS algorithm

To understand the dilemma of finding the step size, let us examine the basic concepts and equations regarding

the convergence of an LMS adaptive filter as depicted in Figure 1.

Desired signal (d)

Linear combiner
Wk

Σ 

LMS algorithm

Error (e)

Input data (x)

Output (y)

+
-

 ΔWk

Figure 1. Adaptive LMS filter.

For a transversal linear combiner of N weights, the overall adaptive filter response may be found by

considering the sum of the samples from the signal source [9]; therefore,

yk = XT
kWk, (1)

where Xk and Wk are the sample input and the adaptive-filter coefficient vectors, respectively. For this

case, both vectors are columns. The subscript k is the time index or the sample number, and the operator T

represents transposition. The adaptation process of the weights is performed by the following LMS equations

[10,11]:

ek = dk −XT
kWk, (2)

Wk+1 = Wk + µekXk. (3)

Eq. (2) calculates the instantaneous output error between the desired signal dk and the output of the filter

yk , and Eq. (3) updates the weights in each iteration of the algorithm. The parameter µ , known as the step

size, regulates the speed and stability of adaptation. If we assume this procedure to be a stationary process in
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which successive input vectors are independent over time, and Xk and Wk are mutually independent, then

the expected value of the weight vector converges to the Wiener solution Wop = R−1P [11] after an adequate

number of iterations. By substituting Eq. (2) into Eq. (3), after some straightforward manipulations, the

expected value of Eq. (3) can be expressed as

E[Wk+1] = E[Wk] + µ
(
E[dkXk]− E[XkX

T
k ]E[Wk]

)
. (4)

In Eq. (4), E[dk X k] represents the cross-correlation vector P between the desired and input signals, while

E[Xk XT
k ] is the input autocorrelation matrix R [12,13]. Thus, after some substitutions and manipulations,

Eq. (4) can be written as [12,14]

E[Wk+1] = E[Wk] + µ (P−RE[Wk]) . (5)

Subtracting Wop from both sides of Eq. (5), and defining Mk = Wk −Wop , it follows that

E[Mk+1] = (I− µR)E[Mk]. (6) Next, using the fact that the autocorrelation matrix R can be expressed

as R = QHΛQ [13], where the operator H is the Hermitian transposition for matrices and Q is an orthonormal

transformation whose columns are the eigenvectors of R, Eq. (6) becomes

E[Mk+1] = QH (I− µΛ)QE[Mk]. (6)

Next, upon multiplying Eq. (6) on the left by Q and definingVk = QE [Mk] , it follows that

Vk+1 = (I− µΛ)Vk. (7)

Finally, iterating Eq. (7) starting from an arbitrary initial solution V0 , it follows that
Vk,0

Vk,1

...
Vk,N−1

 =


(1− µλ0)

k

(1− µλ1)
k

. . .

(1− µλN−1)
k




V0,0

V0,1

...
V0,N−1

 . (8)

Thus, the expected value of the weight vector will converge to the Wiener solution if

lim
k→∞

(I− µΛ)
k
= 0 ⇒ |1− µλn| < 1 for k = 0, 1, . . . N − 1. (9)

That is, the convergence of the LMS adaptive algorithm is guaranteed if and only if [12]

0 < µ <
1

λmax.
(10)

In general, the trace of the input autocorrelation matrix R, the sum of the elements on its main diagonal, is

greater than its largest maximum eigenvalue; therefore, an alternative expression of Eq. (10) can be used to

formulate the convergence condition, as follows [12]:

0 < µ <
1

tr[R]
=

1

XTX
. (11)

Eq. (11) provides the range of µ in which the adaptive algorithm converges; however, the optimal step size is

still unidentified.
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3. The proposed search algorithm

The flow diagram of the proposed search algorithm is shown in Figure 2. To describe the structure of the new

algorithm, three subblocks have been defined. First is the learning block, in which the behavior of the least-

mean-square (LMS) adaptive algorithm is characterized by generating a new error ensemble learning (EEL)

curve. Second is the fuzzy-neural block in which the membership functions are automatically generated for the

fuzzy inference system (FIS) using fuzzy clustering and neural network techniques. Finally, in the last block,

the searching block, an approximation of the optimal step size µ is obtained for the adaptive algorithm as a

result of the combination of different fuzzy rules.

Figure 2. Flow diagram of the proposed search algorithm.
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3.1. The learning block

The learning block estimates the error behavior of the LMS algorithm. First, M independent experiments are

performed to train the adaptive filter under the same input statistical conditions but for different step sizes.

For each k training process, an instantaneous learning curve of NT samples is calculated by [10]

(
e
(k)
i

)2
= (di − xiwi)

2
, 0 ≤ i ≤ NT (12)

Because it is essential to evaluate the performance of the adaptive algorithm, an ensemble-average learning

(EAL) curve is computed after all k experiments have concluded. A common approach is to average the

independent instantaneous learning curves as follows [10]:

ξ =
1

M

M∑
k=1

[
e
(k)
i

]2
, 0 ≤ i ≤ N (13)

By examining the EAL curve of the LMS algorithm, it is possible to extract important information about the

adaptation process, such as the error variance that remains in steady state and whether the adaptive algorithm

reaches such a state. For example, by averaging over 200 training processes of such instantaneous learning

curves, a typical EAL curve is obtained and shown in Figure 3. Once the previous calculations have been

performed, the simple exponential smoothing (SES) method [11] is used to estimate the final magnitude of this

curve. This method is appropriate to predict data without a clear tendency towards a specific value. Although

the data in Figure 3 exhibit a certain trend to a specific MSE, a better final estimation is required to build the

EEL curve. The problem is observed due to the presence of a slight sinusoidal behavior in the curve. After

the ensemble-average learning curve is calculated, whether or not it reaches the steady state of convergence,

its horizontal axis is divided into N intervals with M samples containing the amplitude of the curve. Figure 3

shows this procedure for three segments.

An average initial value Ψ0 is calculated by Eq. (14) for each segment [Si ,Se ] using the corresponding

sequences of data Ψi . The estimate for each sequence of information is given by Eq. (16):

Ψ
(n)
0 =

1

M

M∑
m=1

ξ(m), 1 ≤ n ≤ N, (14)

Ψi(m) = ξ(m) ∈ [Si, Se] , (15)

Ψ(n)(k) = (1− α)Ψ0 + αΨi(k − 1), 1 ≤ k ≤ M. (16)

Finally, the estimated value of the complete ensemble-average-learning (EAL) curve is calculated by averaging

the individual estimates as follows:

Ψ0 =
1

N

N∑
n=1

Ψ(n) for µ ∈ [µs, µe]. (17)

Because this procedure is performed for each step size belonging to an interval under analysis [µs , µe ], the

statistical behavior of the variability of the final estimated error for each ensemble-learning curve is obtained.
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As a result of this computation, a new curve defined as the error ensemble learning curve (EEL) is generated.

This curve is shown in Figure 4 for a specific µ -interval [µs , µf ].
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Figure 3. EAL curve divided into three sections to esti-

mate the final value.

Figure 4. TEEL curve and fitted TEEL curve.

According to the graph, it is possible that the increment of the parameter µ also implies an increment

of the error magnitude. As a consequence, there is the possibility that for some range of step sizes, the LMS

algorithm diverges. Therefore, to avoid obtaining unnecessary data due to divergence, a simple divergence

analysis is incorporated into the algorithm. When the error magnitude given by Eq. (17) exceeds a certain

threshold β for each step size, this value is eliminated from the curve, and only a significant part of the data

are used for analysis. In fact, Figure 4 shows the truncated error ensemble learning (TEEL) curve after the

divergence analysis was performed for a µ ∈ [0.01,1]. A representation of this procedure is given by the following

equation:

IF |ΨEEL| ∈ [µs, µe] > β ⇒ |ΨTEEL| ∈ [µs, µf ]where [µs, µf ] ⊆ [µs, µe]. (18)

Although the TEEL curve is a worthy source of information to generate membership functions, it is not a smooth

curve due to contamination from different sources of noise. Therefore, a polynomial curve fitting process is used

to construct a curve that has the best fit to the data points. One of the most common fitting techniques is

polynomial regression [15], in which the least-squares procedure can be readily extended to fit the data to a

higher-order polynomial given by

f(x) =
N∑
i=0

Pix
i, (19)

where N is the order of the polynomial and Pi denotes its coefficients. In Figure 4, both the original TEEL

and the fitted TEEL curves are shown. It is important to indicate that similar curves can be obtained under

the same SINR, which occurs due to the random characteristics of the noise interference.

3.2. The fuzzy-neural block

After the data have been fitted according to the desired polynomial, this information is loaded into the fuzzy-

neural block, in which the membership functions will be generated. First, the information is classified into two
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sets of data, one for the input (amplitude of the EEL curve) and another for the output (truncated µ -interval)

of the fuzzy inference system (FIS). For each set of information, M different classification groups are generated

using fuzzy c-means clustering and the max-membership method. The M groups are defined according to the

number of membership functions required for the input and output of the FIS, respectively. To establish the

location of each data sample for a specific group in the space, each cluster requires a center with m coordinates

to describe its location. Therefore, the cluster center is given by

vij =

n∑
k=1

αδ
ik · xki

n∑
k=1

αδ
ik

, j = 1, 2, . . . J, (20)

where αik is the membership of the k th data point in the ith cluster, and the parameter δ ∈ [1,∞) is defined

as the weighting parameter. The subscript j represents the total number of coordinates for each center cluster.

The assignment of each data sample to its corresponding cluster is given by minimizing an object function Jm

defined as

Jm =

n∑
k=1

c∑
i=1

(αik)
δ

 m∑
j=1

(xkj − vij)

2

, (21)

Jm =

n∑
k=1

c∑
i=1

(αik)
δ
(dik)

2

, (22)

where dik in Eq. (22) is the Euclidean distance between the ith group center and the k th data set. Finally, a

soft partition matrix Us is defined to assign membership values to each point of information. The elements of

the classification matrix are updated using a recursive process that involves a set of rules described in [7] along

with the following equations:

J (opt)
m (U(opt)

s ,v(opt)) → min J(Us,v), (23)

U (r+1)
s =


α
(r+1)
11 α

(r+1)
12 · · · α

(r+1)
1N

α
(r+1)
21 α

(r+1)
22 · · · α

(r+1)
2N

...
...

. . .
...

α
(r+1)
c1 α

(r+1)
c2 · · · α

(r+1)
cN

 , (24)

α
(r+1)
ik =

 c∑
j=1

(
d
(r)
ik

d
(r)
jk

) 2
m−1

−1

r ≥ 0, (25)

where r is the number of iterations, U
(opt)
s is the optimal soft partition matrix, and v (opt) is the corresponding

optimal cluster center vector. Once the partitions are obtained for both the amplitude of the TEEL curve and

the truncated µ-interval, each point of information is assigned membership values between 0 and 1 for the

classes into which they were placed. Hence, a single point can have partial membership in more than one group.
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For example, the following soft partition matrix Us might be the outcome for three clusters and the five first

samples of the TEEL amplitude curve:

Us =

 0.0198 0.0002 0.9945 0 0.0076
0.8101 0.9984 0.0014 0.9998 0.0212
0.1701 0.0014 0.0041 0.0002 0.9712


It is important to note that the sum of each column in Us is one. Next, the final fuzzy partition for each point

of information is achieved by hardening the fuzzy classification matrix Us . One of the most popular approaches

is the max-membership method [7], in which the largest element of the partition matrix is assigned a value of

one and the remaining elements in each column are assigned a value of zero. The hardening equation used for

this purpose is given by

αik = max
j∈c

{αik} → αik = 1; αjk = 0, ∀j ̸= i for i = 2, . . . , c and k = 1, 2 . . . , n (26)

For the soft partition matrix Us given as an example, the final hard matrix UH is

UH =

 0 0 1 0 0.
1 1 0 1 0
0 0 0 0 1


The final hard matrix UH is used to train a back propagation neural network to generate the membership

functions. In Figure 5, a schematic representation of the cluster idea with the fuzzy c-means and max-

membership method is shown.
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Figure 5. Fuzzy hard partition.

Because there is a straight relationship between the data point and the membership values, this char-

acteristic is learned by the neural network during the training process. In this manner, the neural network

classifies data points into one of the earlier defined clusters. Once the neural network is ready, a larger sample
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of the amplitude of the TEEL curve and the truncated µ -interval are entered into it to generate their respective

membership functions. An example of the membership functions is shown in Figure 6.

To obtain a better shape for the membership functions, a Gaussian fitting curve is used to obtain the

final result. The equation for the Gaussian model is given by [16]

g(x) =
N∑
i=1

αie

[
−
(

x−βi
σi

)2
]
, (27)

where αi is the amplitude, usually one for membership functions; βi is the position of the center of the peak

and σi is related to the peak width; and N is the total number of functions used to fit the data points. Figure

7 shows the fitted membership curves. For the case of the Gaussian fitting method, there are small differences

between the original curve and its fitted version, but the main characteristics such as the center peak and the

width are maintained.
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Figure 6. Typical membership functions obtained by the

neural networks.

Figure 7. Fitted Gaussian membership functions.

3.3. The search block

For the search block, a fuzzy inference system (FIS) is designed according to the Mamdani rules [17] whose

equations are given by a collection of M linguistic IF-THEN single-input, single-output propositions:

IF x isAi, THEN y is Bi, for i = 1, 2, . . . ,M, (28)

where Ai and Bi are fuzzy numbers. This method of representing human knowledge is known as the deductive

form, in which a conclusion (consequent) is derived from a given known fact (antecedent). For the proposed

algorithm, an initial random step size µ0 begins the search process for the optimal µ . The errors calculated

based on the initial condition and the subsequent step sizes are the inputs of the fuzzy inference system;

therefore,

µ
(i+1)
D = FIS(µ

(i)
D → ε(i)) (29)
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The fuzzy variable µD is defuzzified by the center of gravity method described by the following equation [7]:

µD =

N∑
k=1

µkφ(µk)

N∑
k=1

φ(uk)

, (30)

where µk is the selected value on the abscissa of the output membership function, φ(µk) is the value of the

membership function at µk , and N is the number of samples of the membership function. After the defuzzified

step size µD is calculated and the corresponding error is obtained from the TEEL curve, the search block

iterates until the absolute error between successive TEEL errors is less than a given tolerance.

4. Experiments and results

The proposed search algorithm is tested on the LMS beamforming and the LRMS-CHIS beamforming system.

The tracking capacity of finding an optimal step size for both algorithms is evaluated by simulations. For this

purpose, the following signals and parameters are used: a) a linear array of 4 isotropic antennas spaced a quarter

wavelength apart; b) a cosine information signal of unitary amplitude and a frequency of 1 Hz arriving at an

angle of π/3; c) a sine interference signal of amplitude of 0.2 and a frequency of 2 Hz arriving at an angle of

π/4; and d) three different signal to interference plus noise ratios (SINR) of 2 dB, –2 dB, and –3 dB. The noise

signal at each antenna is white with a normal distribution.

4.1. LMS beamforming

Figure 8 illustrates a 4-LMS beamforming system. A fitted TEEL curve was calculated for each SINR condition.

The indicator known as the adjusted R-square (ARS), the degrees of freedom adjusted R-square, was used to

determine the best fit. In this method, the R-square is defined as “the square of the correlation between the

response values and the predicted response values” [16]. If the value of ARS is closer to one, a better fit is

obtained. After performing several fitting tests, it was established that the best fitting curve corresponds to

a polynomial of degree six (ARS between 0.98 and 0.99). Figure 9 shows typical TEEL curves for the LMS

beamforming system.

According to Figure 9, the TEEL amplitudes increase with electromagnetic noise contamination (in-

crement of the noise variance, ση). Furthermore, the maximum step size of convergence changes and tends

to decrease for higher SINRs. Fifty tests of convergence were performed to obtain an averaging maximum

convergence step size µ . Table 1 summarizes the results.

Table 1. Maximum step size before the LMS algorithm diverges.

SINR 2 dB –2 dB –3 dB
µ 0.328 0.200 0.169

In Figure 10, the input and output membership functions for the fuzzy inference system, the adaptive

beamforming system, are shown. As expected, the shapes of the membership functions were fitted to Gaussian

equations.
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Figure 8. LMS beamforming system.
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Figure 9. Typical TEEL curves for the LMS beamforming system. SINRs: 2 dB, –2 dB, and –3 dB.
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system. SINR = 2 dB.

The best fitting results were obtained after using a double fitting process. First, both the TEEL amplitude

and the truncated µ -interval were fitted using Gaussian models of 3 functions. Although the resulting curve
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was good, some cosine waves were observed in the bottom of the fitted membership function curves. Therefore,

a first-order Gaussian model was subsequently applied to the first result. In this case, the information obtained

from the first fitting process was used to maintain certain characteristics of the original data. With the lower

fitting model, the waves were eliminated, and the main characteristics such as the center of the peak and the

peak width were maintained. Five functions were selected for the EELC amplitude and the step size µ according

to the following fuzzy IF-THEN rules [18]:

Rule 1: IF Ψ is Huge THEN µ is Very Large

Rule 2: IF Ψ is Very big THEN µ is Large

Rule 3: IF Ψ is Big THEN µ is Medium.

Rule 4: IF Ψ is Medium THEN µ is Small.

Rule 5: IF Ψ is Small THEN µ is Very small.

The tracking performance of the proposed algorithm is illustrated in Figures 11 and 12 for a SINR

condition of 2 dB. Similar results were observed for the other SINR conditions.
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Figure 12. Behavior of the error Ψ0 due to the step sizes

obtained by the µ -LMS beamforming search algorithm in

each iteration. SINR: 2 dB.

In Figure 11, the number of iterations required to reach steady state is shown, whereas Figure 12 shows

the behavior of the error according to the variations of the corresponding defuzzificated step size µ . Table 2

summarizes the results of the first three tests of a total of twenty. The first column indicates the SINR. The

second column contains the initial step sizes used to start the searching algorithm. For each initial condition

µ0 , there are two rows. The first row displays the results obtained by the proposed algorithm, while the second

row shows the results of a statistical analysis performed on the TEEL curve. Similar results were observed in

the remaining tests. Although the experiments were performed under the same SINR, different results were

obtained from the statistical analysis due to the random characteristic of the AWGN. In contrast, the proposed

searching algorithm shows a more stable behavior; that is, the final defuzzified step size is approximately the

same at the end of the iterations. According to Table 2, in most cases, the number of iterations required to

stop the algorithm is between 3 and 8. In the case of 2 dB, the percentage of difference between the minimum

statistical error and the algorithmic error is a maximum of 4%, even though there is a higher difference between

their corresponding step sizes. For –2 dB and –3 dB, the maximum percentages are 6% and 5%, respectively.

4333



OROZCO-TUPACYUPANQUI et al./Turk J Elec Eng & Comp Sci

This result is considered suitable if we consider that the decimal difference between two errors is located in the
thousandth place.

Table 2. Step size and error Ψ obtained by the proposed LMS beamforming search algorithm.

SINR Initial µ0
First test Second test Third test
µD Ψ Ite µD Ψ Ite µD Ψ Ite

2 dB

0.32
0.046 0.0741 5 0.045 0.0725 4 0.047 0.0748 7
0.029 0.0729 – 0.030 0.0701 – 0.064 0.0740 –

0.25
0.046 0.0752 4 0.045 0.0728 4 0.045 0.0730 4
0.010 0.0734 – 0.031 0.0716 – 0.370 0.0727 –

0.17
0.045 0.0750 3 0.041 0.0762 4 0.044 0.0748 3
0.032 0.0746 – 0.010 0.0747 – 0.052 0.0747 –

–2 dB

0.19
0.032 0.1559 5 0.029 0.1543 8 0.031 0.1593 5
0.010 0.1504 – 0.180 0.1508 – 0.100 0.1513 –

0.13
0.032 0.1549 4 0.031 0.1544 4 0.030 0.1523 6
0.028 0.1546 – 0.027 0.1543 – 0.021 0.1513 –

0.08
0.032 0.1547 8 0.030 0.1550 4 0.031 0.1599 4
0.020 0.1507 – 0.017 0.1516 – 0.010 0.1513 –

–3 dB

0.15
0.028 0.1793 6 0.026 0.1787 7 0.027 0.1837 6
0.027 0.1793 – 0.019 0.1701 – 0.010 0.1755 –

0.11
0.027 0.1826 4 0.027 0.1839 6 0.027 0.1797 6
0.010 0.1756 – 0.010 0.1746 – 0.140 0.1739 –

0.08
0.027 0.1758 5 0.028 0.1809 6 0.026 0.1841 6
0.022 0.1750 – 0.010 0.1776 – 0.010 0.1756 –

4.2. LRMS-CHIS beamforming

Figure 13 shows the basic scheme of a new adaptive hybrid filter for beamforming systems. According to the

diagram, the “least recursive mean square-cascade hybrid independent structure” (LRMS-CHIS) consists of two

independent LMS and RLS adaptive algorithms in cascade form. As a second application, the proposed search

algorithm has been incorporated into the LMS pre-filter to evaluate its performance.

During the learning and searching process, the switch (a) is located in position 1, while the other switches

(b and c) are open. In this operation mode, the error signal and the signals from the antenna array feed the

LMS µ -searching algorithm. At the same time, the RLS and LMS adaptive filters do not process any data.

After the search algorithm finds the optimal step size µ , the switch (a) changes to position 2, and the switches

(b) and (c) are closed. The optimal µD is loaded into the single LMS algorithm, the switch (c) returns to its

open position, and the single LMS filter continues to work with this step size until the SINR conditions or

input signals change. Finally, the complete LRMS-CHIS beamforming system works in this mode. Table 3

summarizes the results of 3 tests performed for the hybrid scheme. Similar results were obtained for the other

7 tests. The first row shows the SINR ratio. The first column contains the number of tests, as in Table 2.

There are 2 rows for each test in Table 3. The first row displays the results obtained by the proposed algorithm,

whereas the second row shows the results of a statistical analysis.

For the condition of 2 dB, the percentage of difference between the statistical error and the algorithmic

result has an approximate maximum of 2%. For –2 dB and –3 dB, the maximum percentage is approximately

3% and 4%, respectively. On average, the number of iterations required for this application was between 4 and

8. Figure 14 shows the behavior of the error versus the variations in the step size µ for a SINR of –2 dB as an

example.
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In the previous figure, the value of 0.032 is indicated on the plot to illustrate that the solution can be

considered a good approximation. Figure 15 shows the MSE for the hybrid cascade systems. According to the

results, a good learning curve is obtained for the step size of 0.032.

Figure 13. LRMS-CHIS beamforming system.

Figure 16 shows the recovered signals after applying the optimal step size to the LMS pre-filter stage of

the hybrid scheme. The real component of the recovered signal is similar to the desired one. In contrast, the

imaginary component presents a residual random behavior (the transmitted imaginary component is zero).

Table 3. Step size and error Ψ obtained by the proposed µ -search LMS algorithm for the LRMS-CHIS beamforming

system.

SINR 2 dB –2 dB –3 dB
Test no. µD Ψ % Dif µD Ψ % Dif µD Ψ % Dif

1
0.045 0.0752

1.46%
0.032 0.1565

1.47%
0.028 0.1821

2.31%
0.047 0.0741 0.010 0.1542 0.010 0.1779

2
0.040 0.0748

0.67%
0.032 0.1568

2.10%
0.026 0.1835

3.05%
0.045 0.0743 0.029 0.1535 0.015 0.1779

3
0.046 0.0758

1.45%
0.032 0.1552

0.39%
0.028 0.1800

1.06%
0.030 0.0747 0.020 0.1546 0.010 0.1781

Figure 17 shows the recovered signal at the output of the adaptive beamformer, the RLS-filter. The real

component is similar to the one obtained from the previous pre-filter stage; however, the imaginary component

has been virtually eliminated. This behavior is a main characteristic of this filter. Two radiation beam patterns

for the 4-LRMS-CHIS beamforming systems are shown in Figure 18 for a SINR of –2 dB. Similar beam patterns

were obtained from the other ratios. An improved beam pattern is generated by using the step size recommended

by the searching algorithm. In addition, better directivity and a lower half-power beam width of the main lobe

are achieved.
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Figure 14. TEEL curves for the LRMS-CHIS beamform-
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Figure 15. Mean square errors for the LRMS-CHIS

beamforming system. SINR = –2 dB.
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Figure 16. Recovered signal at the output of the LMS filter. µ = 0.032. SINR = –2 dB.
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Figure 17. Recovered signal at the output of the LRMS-CHIS beamforming system. µ = 0.032. SINR = –2 dB.
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5. Conclusion

In this work, a novel search algorithm to find the optimal step size for LMS adaptive filters was presented.

The simulation results show that the obtained step size is quite close to the statistically optimal µ . The main

advantage of the proposed algorithm is that it is not necessary to know the input signals to find the optimal

step size. The automatic generation of membership functions using fuzzy classification and neural networks

provides an adaptive fuzzy inference system whose membership functions change according to the SINR. In this

sense, a divergence analysis was incorporated to automatically limit the amount of data used to generate the

TEEL curves, their corresponding step-size ranges, and the fuzzy levels in the membership functions; therefore,

the fuzzy levels are also automatically adjusted according to the fuzzy rules and the provided step-size range.

As a result, the inference quality is improved, and the FIS design time is reduced. In addition, the steady-state

value of the cost function is minimized. Finally, as part of the beamforming system, the proposed algorithm

improves the directivity of the adaptive linear array beam patterns.
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