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Abstract: The manifold growth of malware in recent years has resulted in extensive research being conducted in the

domain of malware analysis and detection, and theories from a wide variety of scientific knowledge domains have been

applied to solve this problem. The algorithms from the machine learning paradigm have been particularly explored, and

many feature extraction methods have been proposed in the literature for representing malware as feature vectors to be

used in machine learning algorithms. In this paper we present a comparison of several feature extraction techniques by

first applying them on system call logs of real malware, and then evaluating them using a random forest classifier. In our

experiment the HMM-based feature extraction method outperformed the other methods by obtaining an F-measure of

0.87. We also explored the possibility of using ensembles of feature extraction methods, and discovered that combination

of HMM-based features with bigram frequency features improved the F-measure by 1.7%.

Key words: Malware analysis, feature extraction, machine learning

1. Introduction

The ever-increasing rate of malware attacks on computers, computer networks, and smart phones has emphasized

the need for aggressive measures to counter the malware threat. As a result, malware analysis and detection

has been an active area of research lately, and a multitude of techniques have been proposed in this field using

concepts from a diverse range of scientific disciplines such as graph theory [1,2], machine learning [3,4], and

information visualization [5,6].

Among the aforementioned methods, machine learning-based algorithms have gained special attention

among the malware research community. The main reason behind using these techniques is that they enable

detection of a previously unknown threat using models leaned from known malware. This is a key requirement

in today’s cyber world, where millions of new malware are reported every day

(http://www.symantec.com/security response/publications/threatreport.jsp), and a large number of the new

malware are obfuscated from existing malware [1].

The machine learning-based techniques generally require a feature vector representation of malware, where

a feature represents a particular malware attribute that can play a discriminatory role in the classification

process. Extracting discriminatory attributes pertaining to malware and representing them in a way to be

effectively used in a machine learning setting is a major challenge in the domain of malware analysis and

detection. Termed as feature extraction in the machine learning paradigm, this process is a prerequisite to every

malware detection technique proposed in the literature that employs a machine learning algorithm.

In this paper we report a comparison of nine feature extraction methods commonly used for malware
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detection and classification tasks, using a comprehensive dataset that contains system call logs of real malware.

Specifically, we transform sequences of system calls into fixed length feature vectors by applying different feature

extraction methods, and evaluate these transformations by performing malware classification using a random

forest classifier on the feature vectors. There is no gold standard dataset as such for performing a comparative

evaluation of malware classification techniques, and all of the feature extraction techniques have been tested on

different data. The main contribution of this paper, therefore, is that it compares different feature extraction

methods on the same data, hence providing an empirical comparative assessment of these methods. The paper

also adds value to the research by evaluating a novel approach of combining the features extracted through

different methods for the purpose of malware classification.

Liu et al. [7] performed a similar study about 10 years ago in which three feature extraction methods

were addressed. Spanning the research of the last decade and earlier, our work covers a broader range of feature

extraction methods. A recent comparison of feature extraction methods can be found in [8] but it focuses mainly

on a survey of such methods and falls short of evaluating them on some benchmark data.

This paper proceeds as follows. The next section imparts some necessary background knowledge on the

feature selection methods being compared in this paper. Section 3 covers related work while the methodology

adopted for the experiments is explained in Section 4. Results are presented and discussed in Section 5.

2. Feature extraction methods for malware analysis

Machine learning algorithms learn the patterns from fixed length feature vectors, and therefore feature extraction

is the first step before using these algorithms for malware analysis. For features that are in the form of

sequences, such as sequences of code bytes, operation codes (opcodes), system calls, or API calls, the creation

of a representative feature vector is a nontrivial problem, and hence various feature extraction methods have

been proposed in the literature for this task. Here we shall outline the most widely used feature extraction and

representation techniques applied on sequences. Let us define a finite set S = {s1, s2, . . . , sn } containing, in

a specific order, all the unique symbols si allowed to make up a sequence. The set S may be considered as a

term dictionary in the information retrieval terminology. Any arbitrary sequence containing possibly repetitive

occurrences of elements of S in any order can then be represented as S = (sk)k∈{1..|S|} .

2.1. Binary feature extraction

The baseline method of extracting features from a sequence is to identify all the distinct elements found in the

sequence. The sequence can then be represented as a binary vector of the same length as the term dictionary

S such that each feature in the vector signifies the presence or absence of the corresponding dictionary term in

the sequence. The resulting feature vector can be represented as VSb = (bs1, bs2, . . . , bsn), where bsi is 1 if S

contains at least one instance of si and 0 otherwise, and n is the size of S . This method has been used for

sequences of code bytes [4], API calls [9], etc.

2.2. Frequency feature extraction

In this feature extraction method, the count of occurrence of a dictionary term in the sequence is used instead

of just its presence or absence [10]. Mathematically, this vector can be denoted as VSf = (fs1, fs2, . . . , fsn),

where fsi is the frequency of the ith element of S in S .
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2.3. Frequency weight feature extraction

Frequency weighting methods such as term frequency-inverse document frequency (TF-IDF) have also been

employed to generate feature vectors from sequences [11]. TF-IDF is a statistic widely used in information

retrieval and text mining domains for calculating frequency-based weights for terms in a document in order to

assess their relative importance.

Frequency weighting vector for S will be VSfw = (fw s1 , fw s2, . . . , fwsn), where fwsi represents the

frequency weight for the ith element of S as computed over S .

2.4. Hidden Markov model

Another method of extracting features from sequences is based on hidden Markov models (HMMs) [12].

Although the authors of the cited text do not refer to their technique as a feature selection method, the

process that they have adopted performs the exact task of converting a given sequence into a fixed length vector

that can subsequently be used by a discriminative classifier for the classification of sequences. Imran et al. [13]

have applied the same methodology for malware classification.

An HMM represents a doubly stochastic system in the form of a finite state in which the states are not

visible. The progress of the state machine is observed through certain symbols that are emitted in each state.

Two types of probabilities govern the state machine: the state transition probabilities determine the next state

for any given state, and symbol emission probabilities indicate the possibility of each symbol being emitted in a

given state. The Baum–Welch algorithm is used to compute the transition and symbol probabilities from a given

sequence. Once an HMM has been trained or learnt from a given sequence (or a set of sequences) of symbols,

an unknown symbol sequence can be evaluated for its resemblance with the model using the forward–backward

algorithm [14], which returns the likelihood of the unknown sequence being generated by the HMM.

The technique presented in [12] involves training one HMM for every class of sequences. Let us suppose

the input sequences belong to and are labeled with m classes. Symbols in this case are represented by the

individual system calls. Let us further assume the total number of sequences to be k . After the training of

HMMs has been done, there are m HMMs representing different classes of sequences. The next step is to

evaluate all k sequences against the mHMMs and for each sequence its likelihood score is recorded as a feature.

In this way, a feature space consisting of k feature vectors is produced where each vector is of length m . In

mathematical notation, the feature vector for a sequence S would be VShmm = ( lS,1, lS,2, . . . , lS,m), where lS,i

is the likelihood score obtained by evaluating S against the ith HMM.

3. Related work

Considerable research efforts have made use of machine learning methods for the task of malware detection and

classification using static, dynamic, and hybrid features. Here we briefly describe some representative research

efforts that have used the methods discussed in the previous section for extracting features from sequential

representation of malware.

Tian et al. [9] proposed a binary feature technique for malware detection and classification using API

calls. The authors also experimented with the frequency based methods on the same data but no improvement

was observed over the binary representation. In a similar approach, Devesa et al. [15] monitored API calls of

malware and benign programs, and derived rules for extracting actions performed by the programs from the

API call logs. The term dictionary therefore consisted of the performed actions, and a binary feature extraction

was performed.
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Alazab et al. [16] represented the API sequences with n -grams for values of n from 1 to 5. To keep

the feature space to a manageable size, frequencies of all n -grams for a given n were computed for the whole

dataset of malware and benign samples, and the 100 most frequent n -grams were selected to be included in the

feature vector. Altaher et al. [17] extracted API calls from the PE executables and the frequency of each API

call was considered as a potential feature. All the API calls were then ranked according to their information

gain and frequencies of the top 50 API calls constituted the final feature vector.

Schultz et al. [4] used three kinds of static features extracted from DLL-related information, printable

strings, and binary code of malicious files. In case of the code bytes, all the two-byte words found in malware

code were combined into the term dictionary and binary feature representation was used for each malware

sample. Following in their footsteps, Kolter and Maloof [18] created features using 4-grams of byte codes from

executables. Since the feature space grows rapidly with increasing n , the authors used information gain to select

the 500 most representative 4-grams and used them as binary features in various machine learning algorithms.

Lee et al. [19] modeled each 7-gram of system calls observed during execution of normal and intrusive

executions of the Unix sendmail program as a feature in their intrusion detection scheme. Another feature

extraction method in the domain of intrusion detection is found in [20] in which Liao and Vemuri constructed

fixed length feature vectors from system call sequences by computing the TF-IDF as the weight for each unique

system call in the corpus and using this weight as a feature.

Research reported in [11] made use of TF-IDF on frequencies of low-level kernel calls to represent kernel

calls made by a program as a weight vector that was then used for cosine similarity computation. In recent

works, Lin et al. [21] suggested computing of TF-IDF within each malware family, instead of on the whole

corpus, for feature selection.

One of the few approaches employing an HMM as a feature extraction method was proposed by An-

nachhatre et al. [22], who used opcode sequences extracted from various compilers and virus generators to

train HMMs. Opcode sequences from malware samples were then scored against the HMMs to generate the

feature vectors, which were then used for clustering of malware samples. Imran et al. [13] varied this method by

modeling malicious behavior instead of compiler behavior. In their approach, malware behavior was represented

as a sequence of system calls used to train separate HMMs for different malware families. Known malware were

evaluated against the malware family HMMs and the resulting score vectors were used to classify unknown

malware using a discriminative classifier.

4. Methodology

In this section we describe the dataset used and methodology adopted for performing the comparison of different

feature selection techniques proposed in the literature.

4.1. The dataset

As discussed above, various methods of capturing malware behavior have been proposed in the quest for finding

the most descriptive dynamic feature. System calls have been shown to represent a program’s behavior effectively

and therefore we opted for sequences of system calls as the input to the feature selection methods being compared.

Specifically, we exploited a subset of the system call data used by Rieck et al. [3] in the Malheur project. The

original dataset includes system call logs for over 32,000 malware samples, belonging to more than 400 families.

For the purposes of this paper, system call logs for 8828 malware samples were selected from 36 families. The

malware families were chosen in a way so that each family had at least 100 samples. The maximum number of
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samples in a family was also limited to 400 because we think it is a reasonable sample size for training machine

learning algorithms.

4.2. Data preprocessing

The original dataset used by Rieck et al. was encoded in the MIST format [23], which represents a system call

in the form of a string of hexadecimal numbers symbolizing the high level category of the call, the actual call,

and any arguments passed to the call. A representation of the load dll system call is shown in Figure 1.

Figure 1. MIST representation of the load dll system call [23].

The MIST representation was further processed in order to strip the high level category and the argu-

ments, and to keep only the system call IDs. Using the information given in [23] about the total number of

system call categories and the number of system calls within each category, we were able to code each system

call as a decimal number from 1 to 120, where 120 is the total number of system calls monitored and recorded by

Rieck et al. In this way, the sequence of system calls for a particular program is now represented as a sequence

of numbers in the range from 1 to 120.

4.3. Feature extraction

Nine sets of feature vectors were generated against the system call sequences for comparative evaluation of

the feature extraction methods, as described below. First, the feature extraction methods based on binary,

frequency, and frequency weighting factors were applied on system call unigrams of all the 8828 sequences in

the dataset. This resulted in three sets of feature vectors, namely unigram binary, unigram frequency, and

unigram frequency weighting sets.

Since the sequential information in the input data is lost by applying the above-mentioned feature

extraction methods on unigrams, the use of bigrams is suggested in the literature to preserve the order of

items (system calls in this case) in the input data. For this reason, three more feature sets were obtained by

applying the binary, frequency, and frequency weighting feature extraction methods on bigrams of system calls.

The term dictionary for the system call bigrams was populated with 2745 unique bigrams extracted from the

dataset, and therefore each of the feature vectors for the bigram schemes included 2745 features.

Some of the reviewed schemes performed feature selection based on information gain. In order for this

study to cover the feature selection aspect, we performed feature ranking on the bigram frequency feature set

based on information gain using Weka [24]. The top 100 highest ranked (most significant) frequencies were then

selected as features in the seventh feature set, which will be referred to as the bigram freq IG set later in the

document.

The eighth set of feature vectors was obtained by training 36 HMMs on system call sequences belonging to

the corresponding malware families. Each malware sample was then scored against each of the HMMs to obtain
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the feature vector composed of likelihood scores. HMM model creation and evaluation (scoring) were done in

MATLAB using the HMM toolbox (http://www.cs.ubc.ca/∼murphyk/Software/HMM/hmm download.html).

Another experiment was carried out to judge the impact of combining feature vectors obtained through

different feature extraction methods. As a trial, the HMM-based feature vectors were truncated with bigram

freq IG feature vectors to obtain the ninth and final feature set.

Figure 2 shows the number of features extracted by the nine schemes discussed above. The HMM-based

feature extraction method proved to be the most concise in terms of the feature count, with only 36 features

representing arbitrarily long sequences of system calls. On the other extreme, the number of bigram features

exceeded 2700.
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Figure 2. Number of features extracted through different feature extraction schemes.

4.4. Evaluation using a random forest classifier

For evaluating the nine sets of feature vectors obtained by applying various feature extraction methods, these

sets were subjected to classification using a random forest classifier in Weka version 3.7. The random forest

classifier was selected after comparing its performance against various other classification algorithms including

J48 decision tree, k -NN, näıve Bayes, and support vector machine (SVM) in small-scale experiments.

The random forest classifier belongs to the ensemble learning paradigm within the domain of machine

learning, in which results of multiple tree classifiers are aggregated to predict a sample’s class [25]. More

specifically, it leverages the concept of bagging, which corresponds to the process of creating tree classifiers on

different samples of data and then taking a majority vote for reaching a classification decision. The randomness

is involved when splitting a node in a classification tree: instead of choosing the best variable (predictor) from

the whole set of variables for splitting a given node, the random forest classifier randomly creates a subset of

predictors at each node and selects the best predictor from the subset. Using this simple strategy, the random

forest classifier is not only able to outperform other classification algorithms such as SVMs and neural networks

[25], but it also deals effectively with the problem of overfitting [26].

4.5. Classifier validation

Weka offers multiple choices of validation methods for testing how well a classifier is modeled on some given

data. These validation methods include the following:

1. Using the same data for training and testing

2. Choosing separate datasets for training and testing
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3. Splitting the dataset into training and testing partitions by a specific percentage

4. k -fold cross validation.

The first method is obviously not desirable because it does not judge how generalized a trained classifier is.

Sometimes the classifier memorizes the training set instead of learning from it and therefore does not represent

a generalization of the given instances. As a result such a classifier performs well on the data that has been

used for training but does not classify previously unseen samples correctly [27]. The second method tests the

classifier on unseen data, hence providing a better judgment about classifier performance, but requires different

data files for training and testing. The third method is a simplification of the second such that it allows splitting

the same data file into training and testing partitions without the need for separate files. The problem with

the second and third evaluation methods is that they evaluate the classifier for just one set of training and test

partitions. In such a case, the distribution of data instances in the two partitions might affect the classifier

performance in a favorable or adverse manner. The k -fold cross validation method solves this problem by

dividing the dataset into k partitions and performing k classification sessions such that in every session, or

fold, a separate set of k -1 partitions is used for training and the remaining partition is used for testing the

classifier. In this way, each partition is used k -1 times as training partition and once as test partition, hence

reducing the effects of any bias in the data. The classification results of k folds are then averaged to obtain the

overall classification performance of the classifier over all the data. Due to this comprehensive nature of k -fold

cross validation method, we used it to validate the random forest classifier in our experiments with k= 10.

4.6. Evaluation metrics

Two metrics that are commonly used for reporting the performance of a classifier are precision and recall.

Precision represents how many of the identified samples are correct and recall describes how many of the total

samples are correctly identified. Mathematically, these two metrics are represented as

Precision =
TruePositives

TruePositives+ False Positives
(1)

Recall =
TruePositives

TruePositives+ FalseNegatives
(2)

Precision and recall are often combined into a unified metric, called F-measure, for convenience of comparisons

between various classification methods. The value of F-measure is in the range from 0 to 1, where 0 depicts

that no sample was identified correctly and 1 signifies a perfect classification. F-measure is defined as

F measure = 2 × Precision ×Recall

Precision+Recall
(3)

The chart in Figure 3 shows the effectiveness of the feature extraction methods on the random forest classifier

in terms of average F-measure across all the families. Subsequently in this document, the term F-measure

represents the averaged value.

To analyze the overall classifier performance for the top feature extraction methods (bigram binary and

HMM methods), we present two types of comparison graphs: a chart for the family-wise F-measure values

against these two methods is given in Figure 4, while Figure 5 shows the confusion matrices for classification

using the two methods respectively.
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Figure 4. Family-wise F-measure for bigram binary and

HMM methods.
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(b) Using bigram binary features

Figure 5. Confusion matrices for classification.

5. Results and discussion

As is obvious from Figure 3, features extracted through the HMM were the best representatives of malware

behavior among all the other individual methods. Classification using HMM features resulted in the highest

F-measure value of 0.87, which was 3.2% more than the next highest F-measure of 0.843 for the bigram binary

features. This result, combined with the observations made from Figure 2, signifies the expressiveness of HMM-

based features since they were responsible for the best classification while being smallest in number among all

other feature extraction methods.

A comparison of family-wise F-measures for bigram binary and HMM features is given in Figure 4.

Although for most of the malware families the classification results for features extracted through the two

1180



IMRAN et al./Turk J Elec Eng & Comp Sci

methods are close, a significant difference is observed in a few malware families such as BIFROSE, BUZUS,

FRAUDLOAD, and POISON. For these malware families, the bigram binary features had scored a relatively

low F-measure, but the HMM-based features proved to be more discriminative as depicted by their higher

F-measure scores. Figures 5a and 5b, which show the confusion matrices for classification using the same two

feature extraction methods, reveal the reason for the difference in F-measures. The confusion matrices are

mostly similar, hinting that the classifier was able to discriminate between malware families on the basis of

features extracted through the HMM and bigram binary methods alike. The difference is seen in BIFROSE

and BUZUS samples, which were misclassified as belonging to the POSION family in the case of bigram binary

features, but for HMM-based features these misclassifications were significantly less. This is an indication of the

supremacy of HMM-based features because the classifier was able to differentiate between closely resembling

families (BIFROSE and POISON, for example) on the basis of these features.

The feature extraction methods using bigrams were only marginally better than unigram-based methods

with the exception of the binary feature method, in which case the unigram method showed slight improvement

over bigram features. At first glance this observation may seem to be erroneous, since losing the sequence

information in the case of unigram should result in a higher false positive rate, thus making a significant

difference in the overall classification performance. A plausible explanation for the comparable results is that

the system calls for performing a particular task are usually grouped together, and the sequence of calls within

a short group is generally maintained across all malware families. Therefore, there do not seem to be many out

of sequence system calls present in the dataset that would lead to false positives. One could, however, engineer

a sequence by injecting dummy or redundant system calls, thus making a new malware look different from the

known malware, which would result in a misclassification.

Applying the TF-IDF weighting scheme had an insignificant, albeit slightly negative, effect on classifica-

tion performance as compared to using absolute (raw) frequencies on both unigram and bigram sets. This result

suggests that the patterns of individual system call frequencies are quite specific to malware families; therefore,

using the normalized and corpus-wise frequencies did not add any useful and discriminative information to the

feature set.

The binary feature method remained below the frequency feature scheme in unigram-based representation

but was better using bigrams, although the difference was negligible in both cases. The fact that the binary

and frequency methods produced similar results further strengthens our earlier observation that system calls

made by malware belonging to a specific malware family are distinct from those for other malware.

The average F-measure for the bigram frequency IG feature set, obtained after applying feature selection

to the bigram frequency set, decreased to 0.833 from 0.841 for the original feature set. In other words, an

approximately 1% decrease in classification performance was observed for a 96.4% decrease in the number of

features. The loss in classification performance is negligible against the reduction in features, yet these two

factors should be weighed before using feature selection in a given malware analysis scenario.

In the case of the combined HMM and bigram frequency IG feature vector, the average F-measure

increased to 0.885, which is a gain of 1.7% as compared to the F-measure value of 0.87 for the individual HMM

feature set and 5.2% more against the F-measure of 0.841 for the bigram frequency IG feature set. This is an

encouraging result and paves the way for further research on using various combinations of feature vectors for

the task of malware detection and classification.

The feature extraction methods used in this research have been evaluated on system calls at a somewhat

middle level of granularity. A higher level, according to MIST format, would be the category level (file

system, registry, communication, etc.) and a lower granularity would include system call parameters as
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well. Experimenting with lower granularity may produce better results for all the schemes but will incur

more computational overheads since the combination of a system call with different parameters will result in

a greater number of distinct elements in the term dictionary. A possible extension of this study, thus, could

include evaluating the feature extraction methods for different granularities of the input sequences.

In this paper we compared, through experimental evaluation, various feature extraction methods proposed

in the malware analysis and detection domain. The feature extraction methods were implemented and applied

to a dataset of system call sequences representing malware behavior. Features extracted through the HMM

produced the best classification results on the random forest classifier. It was also observed that using bigrams

of system calls did not have a significant edge over unigrams, and representing a sequence with binary features

was comparable to using the frequency or frequency weighting representation. Another important finding was

that better classification can be achieved by combining features extracted through different feature extraction

methods.
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