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Abstract: Estimating the cost of software is a complex process for almost all engineering companies. Uncertainties about

development method, design, estimation process, data, and processing affect the accuracy of estimation. Underestimation

results in fewer resources being committed than the project really needs, an unrealistic schedule, and low quality outputs.

On the other hand, overestimation wastes resources and causes loss of customer credit. Thus, choosing the appropriate

cost estimation method is crucial. Studies in the literature emphasize the importance of empirical, analytical methods

and expert judgement. Certain cost estimation techniques have been widely studied in the literature. However, there

are limited studies using fuzzy approaches for software cost estimation. This paper presents a hesitant fuzzy pairwise

comparison (HFPC) used in the hesitant fuzzy analytic hierarchy process for software cost estimation problems by using

expert judgement. For this purpose, first a number of criteria are selected with the help of expert judgements from the

Turkish banking sector and information technology industry. Subsequently, the HFPC method is presented to estimate

the cost of software projects. In order to analyze the efficiency of the proposed approach, it is applied to a software cost

estimation problem for a Turkish company. It is seen that the proposed method provides efficient estimations due to low

deviation between the real effort and estimated cost. The results are also approved by experts working in the relevant

software company.
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1. Introduction

In recent years, software development projects have become a determining factor in the competitive strength

of companies. Therefore, enterprises need to plan the methods and timing of high-quality software application

development. Estimated costs are important for both development teams and customers, since they are used for

scheduling, negotiations, performance monitoring, etc. Accuracy of estimation is crucial because development

projects are classified and prioritized according to plans based on estimation. Moreover, resource assignment

and usage can be specified more effectively, change requests can be better managed, and projects can easily be

monitored and controlled with respect to the cost estimation [1]. Cost of developing software can be estimated

by effort (in man-hours/days/months), duration (in time), and cost (in monetary value). The cost estimation

method and size measurement factors (e.g., lines of code, function points, feature points) to be used in estimation

affect the accuracy of the estimation [2].

This study proposes a decision support system using hesitant fuzzy pairwise comparison (HFPC) to

identify the importance of the cost factors and estimate the cost of the software projects. While estimation with
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function points is based on external inputs and outputs, user interactions, external interfaces, and files used

by the system, object points consider the number and complexity of the screens and the reports and modules

developed for components. Therefore, object points can provide an easier and fairer estimation in comparison

with function points, especially in the early phases of the software development life cycle. Object points have

also been used in common models such as COCOMO II for cost estimation in the literature [3]. Moreover,

object points were proposed as a replacement for function points since recent software development languages

are object-oriented, dealing with classes and objects [4]. Thus, cost estimation using object points was preferred

in this study. To this end, first the most important objects that affect cost estimation were identified in the

literature [5–8]. The number of client (i.e. screen, user interface), application (i.e. facade, entity), batch,

database (i.e. stored procedure, index), and data (table, field, sequence) objects were selected as the main cost

factors by experts among many alternatives including reporting, being web-based, integration with the other

modules, and warning. These factors, which cover all the entities developed for a software project, are also

addressed for software design and development studies in the literature [5–8].

Subsequently, the priorities of these five main objects were identified using HFPC. Software cost esti-

mation problems can be modeled as a hierarchy containing the decision goal, which is estimating the cost of

software projects and related factors. Since expert judgement is fundamental in terms of estimation, a subjec-

tive weighting technique was required to find the importance of the cost factors. Among different subjective

weighting approaches, pairwise comparison was found to be a more efficient method since it focuses on only

two alternatives at a time [9]. Moreover, since decision makers focus on finding the relative importance of two

factors without being affected by external factors, pairwise comparison generally gives more accurate results

compared to the other weighting methods [10]. On the other hand, it is clear that there may be uncertainties

while evaluating the relative importance of two factors that may not be solved by traditional pairwise compar-

ison. For instance, the decision maker may evaluate the importance of one factor over another at “about 4”,

“between 1 and 2”, “at least 5”, or “at most 3” times. In order to cope with this uncertainty in judgement, we

used hesitant fuzzy sets (HFSs) with a hesitant fuzzy linguistic scale for the pairwise comparison. An ordered

weighted averaging (OWA) operator was used to aggregate expert judgements.

Table 1 summarizes the cost factors and methods used or mentioned in the study (pairwise comparison,

fuzzy pairwise comparison, HFPC, analytic hierarchy process (AHP), fuzzy AHP) by giving the definition of

each term, related references, and where they are used.

The proposed methods were applied in estimating the cost of 1180 real software development projects of

a Turkish bank that was closed in 2015 and the deviation for all the projects was calculated according to the

actual development effort.

It was found that the deviation between the real effort and estimated cost obtained by HFPC method is

low; thus, the proposed method provides efficient estimations. The results were also approved by the experts of

a related software company and senior managers who contributed in identifying and specifying the importance

of the criteria. Due to the efficiency and effectiveness of the proposed HFPC approach, top management decided

to use this method in the estimation of costs for new projects. Our unique contributions to the literature can

be listed as follows:

• Identification of the importance weights of the factors that affect the cost estimation in uncertain envi-

ronments,

• Developing the HFPC method model to find the weights of the cost factors,
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Table 1. Cost factors and methods related to the study.

 
 

Definition  References Used in  

Cost 

factors  

Client objects Screen, user interface, user control  [5–8] 
Application in 

this study 

Application objects Facade, entity, operation [5,6,8] 
Application in 

this study 

Batch objects 
Database job, operating system 

batch 
[6,7] 

Application in 

this study 

Database objects 
Stored procedure, user-defined 

function, index 
[5–8] 

Application in 

this study 

Data objects Table, view, sequence, dimension [5–7] 
Application in 

this study 

Methods  

Pairwise 

comparison  

Method of comparing alternatives 

by focusing on only two 

alternatives at a time  

[23,27–31] AHP 

Fuzzy pairwise 

comparison  

Method of comparing two 

alternatives at a time by a range of 

values instead of crisp number  

[34–36] Fuzzy AHP 

Hesitant fuzzy 

pairwise 

comparison  

Method of comparing two 

alternatives at a time by hesitant 

fuzzy scale  

 – 
Application in 

this study 

AHP 
Method of deriving ratio scales 

from paired comparisons  
[23,27–31]   

Fuzzy AHP 

Method of deriving ratio scales 

from paired comparisons by a 

range of values instead of a crisp 

number  

[34–36]   

• Integrating analytical and subjective methods by using both expert judgement and HFPC for software

cost estimation,

• An application of the proposed methodology for a Turkish software company.

The rest of this paper is organized as follows: Section 2 is dedicated to studies about cost estimation

methods. In Section 3, the concepts of fuzzy multicriteria decision making (MCDM) approaches for pairwise

comparison including fuzzy and hesitant fuzzy extensions are discussed. The application of the proposed

methodology for a Turkish software company is presented in Section 4. Finally, conclusions and further research

directions are provided in Section 5.

2. Cost estimation methods

There are a number of methods to estimate software development costs in the literature. Cost estimation

methods differ in two main ways: being algorithmic and nonalgorithmic. Expert judgement is one of the most

widely used nonalgorithmic methods involving consulting one or more experts who use their experience in the

industry and on the project. However, in most cases the level of accuracy in expert judgement is quite low

because of potential bias or inconsistencies of experts. Overconfidence in judgmental forecasting is also discussed

in the literature [11,12]. Therefore, different methods such as the Delphi technique and pairwise comparisons

can be required to resolve the inconsistencies in expert judgement [13–15]. Parkinson’s principle is another
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BAŞAR/Turk J Elec Eng & Comp Sci

nonalgorithmic method used for software cost estimation. It is used to determine the cost based on available

resources and delivery time. Simply, if the delivery time is 12 months and 5 people are available, the cost of

the project is estimated to be 60 person-months [16]. Estimation by analogy is also another example of the

nonalgorithmic methods. This technique estimates by analogy using the actual costs of a previous project with

high similarity to the current project. Since the estimation is based on actual costs rather than forecasting,

analogy can be efficient. However, it is not easy to find a similar project as it is highly unlikely that two projects

will share similar risks, availability of resources, size, etc. [17].

On the other hand, algorithmic methods developed for software cost estimation are different from

nonalgorithmic ones since they depend on mathematical models, which are analytical or empirical and give

objective results. These methods estimate the cost of the software by using a function involving cost factors,

which can be shown with f(x1 , x2 . . . ,xn) where x1 , x2 , . . . , xn show the cost factors. Thus, decision of cost

factors and the function to be used becomes fundamental in making an accurate estimation. The best known

and most common factors are based on product, computer, personnel, and project. Furthermore, algorithmic

models can be linear, multiplicative, or power functions. In the linear models, cost estimation is found by

a0+
∑n

i=1 aixi while x1 , x2 , . . . , xn are cost factors and a1 , a2 , . . . , an are importance weights of the related

criteria [18]. Multiplicative models use the a0
∏n

i=1 a
xi
i formula [19]. Moreover, power function models estimate

cost by the a×Sb formula. In this formula, S represents the size of the code, while a and b are the other cost

factors. COCOMO (Constructive Cost Model) is the most common and best known approach among power

function models [20].

COCOMO uses code size (S) as thousands of lines of code (KLOC) and effort as person-months.

Obviously, estimating the lines of codes before delivering the project is a difficult process. COCOMO models

are classified in three ways: simple COCOMO, intermediate COCOMO, and COCOMO II. Simple COCOMO,

which estimates the effort by the formula a× (KLOC)b , is the earliest model developed [20]. In this formula,

while S refers the code size, a and b represent the complexity of the code. The values of a and b in simple

COCOMO differ according to the complexity of the software: they take values of 2.4 and 1.05 if the size and

complexity is simple, 3.0 and 1.15 for more complex programming activities, and 3.6 and 1.20 if the software

is complex, respectively. It is clear that simple COCOMO assumes that cost depends on code size only and it

does not consider the cost factors that can affect the estimation. Therefore, intermediate COCOMO is required

to obtain more accurate estimation by taking into account all relevant parameters. Intermediate COCOMO

uses a× (KLOC)b× EAF, where EAF is the effort adjustment factor. In intermediate COCOMO, the values of

parameter a are different, while the values of parameter b do not change in comparison with simple COCOMO.

Parameter a takes a value of 3.2 for simple programming activities, 3.0 for more complex situations, and 2.8

for complex applications in intermediate COCOMO. After determining the values of cost factors, the product

of all cost factors is calculated to find the overall impact EAF. The adjustment value is 1 for a cost factor that

is judged as nominal. The biggest drawback of simple and intermediate COCOMO models is that they consider

a software project as a single homogeneous product while large systems can involve a number of subsystems,

which can have different characteristics. Therefore, COCOMO II, the latest version of COCOMO models, was

introduced in the related literature [21]. In COCOMO II, parameter b changes according to 5 new cost factors,

which are precedentedness, development flexibility, risk resolution, team cohesion, and process maturity.
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3. Fuzzy multicriteria decision making

MCDM deals with decision making with multiple criteria or objective where the objectives are usually conflicting

and it is very difficult to select one criterion over another. It is clear that the final result in MCDM problems is

highly dependent on the preferences of decision makers [22]. In the literature, the pairwise comparison method

is found to be an efficient approach to specify the importance of criteria for MCDM problems [23]. However,

pairwise comparison is insufficient to deal with the imprecision and subjectivity in the pairwise comparison

process, since decision makers generally evaluate qualitative criteria subjectively and imprecisely in the pairwise

comparison method. To overcome this drawback, fuzzy pairwise comparison is presented in the literature [24].

Fuzzy pairwise comparison uses a range of values instead of a single crisp value, and thus decision makers

can select the value reflecting their confidence and specify their attitude as optimistic, pessimistic, or moderate.

Furthermore, the concept of HFS, which can be used in pairwise comparisons, is a relatively new introduction

to the literature, with only a few studies using this technique [25,26].

3.1. Pairwise comparison method

The pairwise comparison approach, which was originally used in the AHP method, consists of pairwise compar-

isons and a hierarchical structure of the factors in decision making problems [23]. The AHP has been applied to

many studies in different decision making problems such as project planning, software cost estimation, technol-

ogy selection, and vendor evaluation [27–31]. Thus, pairwise comparison is determined as an effective method

for a series of expert judgements to find the importance criteria.

The method is applied by following steps: first, the decision hierarchy, including a goal, criteria, and

subcriteria (if they exist), is prepared to make judgements in pairs. A pairwise comparison matrix (A) is then

built to compute the importance of different criteria and subcriteria. Each entry (aij) of matrix A shows the

importance of criterion i compared to criterion j . The relative weights of the criteria are determined according

to a scale of 1–9 corresponding to the linguistic comparisons that are described in Table 2 [32]. After building

matrix A , relative importance weights of the criteria w= (w1 , w2 ,. . . , wn) are found by solving Aw = nw as

the principal right eigenvector of A [32].

Table 2. Pairwise comparison scale used in classical AHP method.

Intensity of importance Definition
1 Equal importance
3 Moderate importance of one over another
5 Strong or essential importance
7 Very strong or demonstrated importance
9 Extreme importance
2, 4, 6, 8 Intermediate values

3.2. Fuzzy pairwise comparison method

Fuzzy set theory is proposed to deal with imprecision in MCDM problems [33]. While in classical set theory an

element must either be included in a set or not included, in fuzzy set theory, an element can belong in a set to

a degree k (0 ≤ k ≤ 1), and the degree to which elements are members of an interval is known as membership

function (i.e. triangular membership function).
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Fuzzy pairwise comparison was originally developed in the fuzzy AHP method, which uses the concepts

of fuzzy set theory and hierarchical structure analysis in MCDM problems. Fuzzy AHP elaborates the standard

AHP method into a fuzzy approach by using fuzzy numbers instead of crisp values. Similar to the AHP, fuzzy

AHP has also been applied to many different studies, such as supply chain planning, outsourcing, and site

selection [34–36].

In order to calculate the fuzzy importance weights by allowing the decision maker to select one alternative

over another where there is uncertainty, a method is introduced employing a triangular fuzzy number, aij =

( lij , mij , uij), where l represents the lower limit value, m refers to the most promising value, and u is the

upper limit value [24]. A fuzzy comparison matrix, A = (aij), is then built by using the values of scales

and fuzziness. After constructing the fuzzy matrix, importance weight values for each criterion and for each

alternative with reference to a given criterion are calculated. In order to achieve this, first the synthetic values

are obtained by:

Si =
m∑
j=1

N j
ci ⊗

∑n

i=1

m∑
j=1

N j
ci

−1

(1)

In Eq. (1), N j
ci(j = 1, 2, . . . , n) demonstrates triangular fuzzy values and ⊗ shows fuzzy multiplication

operation. The possibility ofN1 ≥ N2 is given by:

V (N1 ⊗N2) = supx≥y min(µN1 (x) ,min(µN2 (y)) (2)

If a pair (x , y) exists such that x ≥ y and µN1 (x) = µN2 (y) = 1, then V (N1 ≥ N2) = 1. Moreover,

V (N1 ≥ N2) is computed by:

V (N1 ≥ N2) = [l1 − u2]/[(m2 − l2)− (m1 − l1)] (3)

If m(Ai) = minV (Si ≥ Sk), for k = 1, 2, ..., n and k ̸= i , then the weight vector Wp is shown as WA = m(A1),

m(A2), . . . ,m(An) )T where Ai(i = 1, 2, . . . , n) are n elements. Finally, in order to find the importance weight

vector, WA is normalized by:

WA = WT /
(∑

WT
)

(4)

3.3. Hesitant fuzzy sets

It is clear that determining the membership degree of an element is difficult since there may be possible values

that make decision makers hesitate while making judgements about one criterion over another. Addressing this

problem, HFS was introduced in the literature [37]. The most important details of HFS are given as follows:

Definition 1 If X is a fixed set, the HFS on X returns a subset of [0, 1] by:

E = (<x,hE(x) > |x∈X; (5)

where hE(x) denotes the possible membership degrees of element x ∈ X to set E by taking values in [0, 1].

Definition 2 The upper and lower bounds are found by:

h− (x)= minh(x) (6)
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BAŞAR/Turk J Elec Eng & Comp Sci

h+ (x)= maxh(x) (7)

Definition 3 Basic operations for h , h1 , and h2 , which are HFSs, are found as follows:

hλ = ∪γ∈h{γλ} (8)

λh = ∪γ∈h{1− (1− γ)λ} (9)

h1 ∪ h2 = ∪γ1∈h1,γ2∈h2 max{γ1, γ2} (10)

h1 ∩ h2 = ∪γ1∈h1,γ2∈h2 min{γ1, γ2} (11)

h1 ∓ h2 = ∪γ1∈h1,γ2∈h2{γ1 + γ2 − γ1γ2} (12)

h1 ⊗ h2 = ∪γ1∈h1,γ2∈h2{γ1γ2} (13)

Definition 4 An OWA operator is found by:

OWA(a1, a2, . . . , an) =
∑n

j=1
wjbj (14)

Here, bjs hows the j th largest of the values of a1, . . . , an;wi ∈ [0, 1] ∀i; and
∑n

j=1 wj = 1.

Definition 5 Depending on hesitant fuzzy linguistic term sets, comparative linguistic expressions are repre-

sented by a triangular fuzzy membership function Ã = (a , b , c) , where each operator is calculated by:

a = min{aiL, aiM , ai+1
M , . . . , ajM , ajR} = aiL (15)

b = OWAW {aiM , ai+1
M , . . . , ajM} (16)

c = max{aiL, aiM , ai+1
M , . . . , ajM , ajR} = ajR (17)

3.4. Proposed method

The basic aim of this study is to solve the software cost estimation problem in uncertain environments by using

expert judgement and analytical approaches. For this purpose, we present HFPC used in hesitant fuzzy AHP

[25]. To the best of our knowledge, there is no study directly presenting HFPC and its applications. The steps

of the HFPC method are as follows:

Step 1: Expert evaluations using linguistic terms are collected and pairwise comparison matrices for the

criteria and subcriteria are constructed.

Step 2: The linguistic terms are transformed into triangular fuzzy numbers by the help of the scale given

in Table 3 and a consistent pairwise comparison matrix Ãk including ãk
ij , which shows expert judgements about

factor i over factor j .
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BAŞAR/Turk J Elec Eng & Comp Sci

Table 3. Scale used in HFPC method.

Linguistic term Symbol Triangular fuzzy number
Absolutely high importance AHI 7, 9, 9
Very high importance VHI 5, 7, 9
Essentially high importance ESHI 3, 5, 7
Weakly high importance WHI 1, 3, 5
Equally high importance EHI 1, 1, 3
Exactly equal EE 1, 1, 1
Equally low importance ELI 0.33, 1, 1
Weakly low importance WLI 0.2, 0.33, 1
Essentially low importance ESLI 0.14, 0.2, 0.33
Very low importance VLI 0.11, 0.14, 0.2
Absolutely low importance ALI 0.11, 0.11, 0.14

Step 3: Expert evaluations are combined by fuzzy envelope approach [38]. For this aim, the scale given

in Table 3 is sorted from the lowest s0 to the highest sg . Thus, if expert evaluations vary between si and sj ,

then s0 ≤ si < sj ≤ sg . Moreover, the parameters a and c of the triangular fuzzy membership function Ã =

(a , b , c) are computed as given in Eqs. (15) and (17). Parameter b is calculated by using the OWA operator

as follows:

b =

{
aim Otherwise

OWAw

(
aim, . . . , ajm

)
if i+ 1 = j

(18)

The weight vector required in OWA operation is defined by [39]. This vector uses the α parameter in the unit

interval [0,1]. W = (w1, w2, . . . , wn) is defined as follows:

w1= an−1, w2 = (1− a) a
n−2

, . . . , wn = (1− a) (19)

a =
(g − j + i)

(g − 1)
(20)

Here, g is the number of terms in the evaluation scale (Table 3); j is the rank of the highest and i is the rank

of the lowest evaluation value.

Step 4: Collaborative pairwise comparison matrix Ĉ is constructed by ĉi = (clij , c
m
ij , c

u
ij).

Due to the triangular fuzzy numbers, reciprocal values in Ĉ are calculated as follows:

ĉji = (1/clij , 1/c
m
ij , 1/c

u
ij) (21)

Step 5: The fuzzy geometric mean of each row ( r̂i) in the collaborative pairwise matrix is calculated as

follows:

r̂i = (ĉi1 ⊗ ĉi2...⊗ ĉin)
1/n (22)

Step 6: The fuzzy weight is calculated for each criterion (ŵi).

ŵi = r̂i ⊗ (r̂1 ∓ r̂2...∓ r̂n)
−1 (23)
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Step 7: In order to determine the ranking of factor i , triangular fuzzy numbers are defuzzified and

transformed into crisp values by using Eq. (24).

Di = wl
i + 4wm

i + wu
i /6 (24)

Step 8: Defuzzified importance weights of criteria are normalized and the criteria are ranked according

to their normalized crisp weights.

3.5. Application of proposed method for a Turkish company

In order to identify the criteria for the software cost estimation, the factors used in the literature are analyzed and

expert opinion is considered [5–8]. Six experts who work for a Turkish software company as top managers were

asked to select the most important objects covering almost all entities developed for a software project. Among

many alternatives affecting software development cost (e.g., testing, reporting, business process flexibility, being

web-based, integration, warning), the number of client (i.e. screen, user interface), application (i.e. facade,

entity, operation), batch (i.e. operating system), database (i.e. stored procedure, user-defined function), and

data (table, field, sequence) objects were selected as the main cost factors by the experts.

In order to specify the importance of the factors, necessary information was gathered through an unstruc-

tured questionnaire to specify the fuzzy weights of factors affecting cost estimation by the help of face-to-face

meetings. Interviews were conducted with six experts who selected the cost factors. Finally, six experts evalu-

ated five different cost factors, namely the number of client (f1), application (f2), batch (f3), database (f4),

and data (f5) objects, according to the fuzzy linguistic scale given in Table 3. Table 4 shows the pairwise

comparison matrices belonging to six experts. It is clear that the expert judgements are consistent with each

other. Therefore, these judgements can be used to construct a collaborative pairwise comparison matrix using

the fuzzy envelopes of the opinions of the six experts. Table 5 represents the fuzzy envelopes of all experts.

Table 4. HFPC for cost factors obtained by expert judgement.

Expert 1 f1 f2 f3 f4 f5 
 

Expert 2 f1 f2 f3 f4 f5 
 

Expert 3 f1 f2 f3 f4 f5 

f1 EE EHI ESHI VHI AHI 
 

f1 EE WHI WHI WLI EHI 
 

f1 EE WHI EHI EE AHI 

f2   EE EE VHI VHI 
 

f2   EE VHI ELI ESHI 
 

f2   EE VHI VHI VHI 

f3     EE ELI WHI 
 

f3     EE EHI EHI 
 

f3     EE ESHI WHI 

f4       EE VHI 
 

f4       EE AHI 
 

f4       EE VHI 

f5         EE 
 

f5         EE 
 

f5         EE 

     

 

               

Expert 4 f1 f2 f3 f4 f5 
 

Expert 5 f1 f2 f3 f4 f5 
 

Expert 6 f1 f2 f3 f4 f5 

f1 EE ESHI VHI ESLI VHI 
 

f1 EE EHI VHI WHI VHI 
 

f1 EE ESHI VHI WHI ESHI 

f2   EE ESHI EHI WHI 
 

f2   EE ESHI AHI WHI 
 

f2   EE ELI WLI EHI 

f3     EE WLI EE 
 

f3     EE WLI EE 
 

f3     EE VLI WLI 

f4       EE ESHI 
 

f4       EE ESHI 
 

f4       EE VHI 

f5         EE 
 

f5         EE 
 

f5         EE 

Triangular fuzzy sets associated with the fuzzy envelopes are computed by Eqs. (15)–(17). Table 6

presents the triangular fuzzy sets obtained by the OWA operator applied to Table 5. The detailed calculations

of the associated fuzzy envelope for factor 1 over factor 2 in Table 6 are as follows: the fuzzy envelope for factor

1 over factor 2 is determined as between “essentially high importance” and “equally high importance”. That

is to say, i = 6 and j = 8. According to Eqs. (15) and (17), parameters a and c are minimum and maximum

values of {aiL , aiM , ai+1
M ,..., ajM , ajR } = {1, 3, 5, 7} , respectively. Therefore, a = 1 and c = 7. In order to

calculate parameter b :
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Table 5. Hesitant fuzzy envelopes of six experts.

Six experts f1 f2 f3 f4 f5 

f1 EE Between ESHI and EHI Between VHI and EHI Between VHI and ESLI Between AHI and EHI 

f2 
 

EE Between ELI and VHI Between AHI and WLI Between VHI and EHI 

f3 
  

EE Between ESHI and VLI 
Between WHI and 

WLI 

f4 
   

EE 
Between AHI and 

ESHI 

f5 
    

EE 

Table 6. Triangular fuzzy sets obtained by OWA operator.

f1 f2 f3 f4 f5
f1 (1, 1, 1) (1, 4.778, 7) (1, 5.864, 9) (0.14, 5.811, 9) (1, 5.224, 9)
f2 (0.143, 0.209, 1) (1, 1, 1) (0.33, 4.9, 9) (0:2, 4.928, 9) (1, 5.864, 9)
f3 (0.111, 0.171, 1) (0.111, 0.204, 3.03) (1, 1, 1) (0.11, 4.021, 7) (0.2, 1.741, 5)
f4 (0.111, 0.172, 7.143) (0.111, 0.203, 5) (0.143, 0.249, 9.091) (1, 1, 1) (3, 5.222, 9)
f5 (0.111, 0.191, 1) (0.111, 0.171, 1) (0.2, 0.574, 5) (0.111, 0.191, 0.333) (1, 1, 1)

α = (g − j + i)/(g − 1) = (10− 8 + 6)/(10− 1) = 0.889

w1 = α2−1 = 0.889 and w2 = (1− α)α2−2 = (1− 0.889) = 0.111(n = 2)

Since i + 1 ̸= j , OWAw

(
aim, . . . . . . ., ajm

)
is used to calculate parameter b according to Eq. (14) as

follows: b = 0.889 × 5 + 0.111 × 3 = 4.778.

Thus, the fuzzy envelope for factor 1 over factor 2 is found as (1, 4.778, 7).

After determining all the triangular fuzzy sets by OWA operator in Table 6, the geometric mean of values

is calculated for each row according to Eq. (22). For instance, the detailed calculations of the geometric mean

of the first row are as follows:

ag = (1× 1× 1× 0.14× 1)1/5 = 0.675

bg = (1× 4.778× 5.864× 5.811× 5.224)1/5 = 3.854

cg = (1× 7× 9× 9× 9)1/5 = 5.515

Thus, the geometric mean is calculated as (0.675, 3.854, 5.515) for the first row. Subsequently, the

geometric means of all values in the triangular fuzzy set are normalized according to Eq. (23). In order to

decrease the deviation between the weights, the highest value in the scale in Table 3, which is the maximum

value of absolutely high importance (9), is selected as ( r̂1 ∓ r̂2. . . ∓ r̂n)
−1 to normalize the geometric means.

Normalized values of the triangular fuzzy set of the first factor are as follows:

aw = 0.675/9 = 0.075 bw = 3.854/9 = 0.428 cw = 5.515/9 = 0.613

Similarly, the triangular fuzzy weights of other factors are calculated and given in Table 7. Finally, in

order to obtain the final importance weight of each cost factor, the values in Table 6 are defuzzified according

to Eq. (24) and normalized. Calculation of defuzzification of the first factor is as follows:

D1 = (0.075 + 4× 0.428 + 0.613)/6 = 0.400

As seen in Table 8, the number of client objects (f1) is the most important factor with its normalized

weight of 43.7%. Number of application objects (f2) also has a high importance weight, 24.3%. Numbers

of batch (f3) and database (f4) objects have similar effects, with weights of 11.7% and 15.1%, respectively.

Finally, number of data objects (f5) is the least important factor for cost estimation.
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Table 7. Triangular fuzzy weights of cost factors.

Factor Fuzzy weights
f1 (0.075, 0.428, 0.613)
f2 (0.044, 0.219, 0.415)
f3 (0.021, 0.084, 0,282)
f4 (0.039, 0.060, 0.548)
f5 (0.022, 0.036, 0.123)

Table 8. Defuzzified and normalized weights of cost factors.

Factor Defuzzified weights Normalized (crisp) weights
f1 0.400 0.437
f2 0.223 0.243
f3 0.107 0.117
f4 0.138 0.151
f5 0.048 0.052

The proposed HFPC is applied to software cost estimation problem in a software company of a Turkish

national bank (for confidentiality reasons, the name of the bank and software company cannot be provided)

based on real data. To this end, first values of f1 , f2 , f3 , f4 , and f5 for 1180 real software development

projects completed in 2015 were obtained. Costs were then estimated using the weights in Table 8 and real

values of f1 , f2 , f3 , f4 , and f5 for each project. Subsequently, deviation between the actual development

and estimated effort were calculated to analyze the effectiveness of the proposed method. Table 9 presents

comparative results of HFPC and real costs.

Table 9. Benchmark of estimated and real costs for 1180 completed projects.

Interval of real costs Number of Average real cost Average estimated Deviation
(x) (man-days) projects (man-days) cost (man-days) (%)
0 < x < 10 164 6.74 6.06 10.09
10 ≤ x < 50 593 35.26 29.82 15.43
50 ≤ x < 100 358 64.08 70.95 –10.72
x ≥ 100 65 192.32 218.04 –13.37

The deviation in Table 9 is calculated as 1 – (estimated / real cost). Therefore, the positive deviation

values mean that the average estimated cost in the related interval is lower than average real effort. As seen in

Table 9, the estimated cost obtained by HFPC was 10.09% and 15.43% lower than the project costs for projects

that were lower than 10 and 10–50 man-days on average, respectively. On the other hand, estimated costs were

higher than real effort by 10.72% and 13.37% for the projects whose costs were 50–100 and higher than 100

man-days on average, respectively. For all the projects, overall estimated cost was 58,250 man-days, while real

effort was 57,456 man-days. Thus, the proposed method finds 1.38% higher cost estimation for 1180 projects,

which shows that the proposed method provides efficient estimations due to low deviation.

Experimental study shows that estimated cost found by the proposed HFPC is acceptably lower than

real effort for the projects with less than 50 man-days of effort. On the contrary, HFPC forecasts costs higher

than the real effort for the bigger projects. The estimated costs of the smaller projects are found to be more

acceptable and received higher approval from experts working for the company responsible for the projects and

senior managers who contributed in identifying the factors. Thus, it is seen that HFPC is particularly efficient
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for small software projects, while it also provides reasonable estimations for big projects. Therefore, it may

be more useful to estimate costs using HFPC on subtasks instead of considering the whole enterprise of large

projects.

4. Conclusion and future research

In this study, we present a method to solve software cost estimation problems. Analytical methods and expert

judgement are commonly used techniques to estimate costs of software projects. However, both approaches have

some shortcomings. It is clear that analytical methods (i.e. COCOMO) have limited capability in considering

expert opinion, and the accuracy of these methods depends on both function and cost factors used. On the

other hand, estimation obtained by expert judgement alone may not be accurate if experts are not experienced

and objective enough.

It is apparent that there are no studies in the literature integrating analytical and subjective methods.

In our study, we benefit from the strengths and discard the shortcomings of both methods by integrating two

techniques. Moreover, studies specific to fuzzy approaches are scarce and there is no study that uses HFPC to

estimate software costs in an uncertain environment. In this study, after determining the most relevant cost

factors via expert opinion and literature review, we obtain their importance weights by expert judgement and

HFPC. We show that the number of client objects is the most important factor; numbers of application, batch,

and database objects also have high effects, while the number of data objects is the least important factor in

cost estimation. We apply our proposed methodology to the software cost estimation problem for a Turkish

company. We also experimentally demonstrate that the proposed HFPC method provides good solutions for

1180 projects completed by this company and that it is especially reliable for estimations of projects with less

than 50 man-days of effort. Thus, estimating costs by HFPC can be worthwhile for companies working on small

projects or wishing to apply an agile methodology for software development.

Future studies may include development of a mathematical model using importance weights obtained by

HFPC and considering different constraints.
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