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Abstract:The number and length of massive datasets have increased day by day and this yields more complex machine

learning stages due to the high computational costs. To decrease the computational cost many methods were proposed

in the literature such as data condensing, feature selection, and filtering. Although clustering methods are generally

employed to divide samples into groups, another way of data condensing is by determining ideal exemplars (or prototypes),

which can be used instead of the whole dataset. In this study, first the efficiency of traditional data condensing by

clustering approach was confirmed according to obtained accuracies and condensing ratios in 9 different synthetic or real

batch datasets. This approach was then improved to be employed in time-ordered datasets. In order to validate the

proposed approach, 23 different real time-ordered datasets were used in experiments. Achieved mean RMSEs were 0.27

and 0.29 by employing the condensed (mean condensed ratio was 97.17%) and the whole datasets, respectively. Obtained

results showed that higher accuracy rates and condensing ratios were achieved by the proposed approach.
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1. Introduction

Technological improvements and cost reductions in measurement, communication, and storage devices caused an

extraordinary increase in the number and volume of both batch and time-ordered datasets. Therefore, analyzing

massive datasets in an efficient way is one of the major issues in machine learning nowadays. Many different

methods were proposed to achieve lower computational costs without degrading the accuracy, such as feature

selection, data condensing, determining generalized exemplars, and rule-based approaches [1–5]. Unfortunately,

these methods are generally focused on batch datasets. Owing to the instrumentational improvements of logging

systems, especially in sampling frequency, there is a high requirement for a data reduction approach in time-

ordered datasets.

By clustering, samples that have similar properties are categorized into a subset [6]. Each clustering

method is built on a specific criterion to divide samples into groups; in general, these similarities between

instances are measured via distance calculation methods [7]. For example, k-means clustering, which is one of

the most commonly employed clustering methods because of its effectivity [8–10], is based on dividing samples

into k different groups in which the intracluster similarities are maximized and the intercluster similarities

are minimized [6]. This is achieved by an iterative process for determining optimal clustering centers and in

this iterative process similarities are calculated based on the square error criterion [8]. Clustering methods have
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been employed in many research problems such as biomedical datasets [11], high-dimensional problems [12], and

times signals [13]. In addition to clustering, these methods were also employed to categorize samples in order to

reduce the length of the dataset and determine ideal exemplars as a category definition [14–16]. For instance,

Karegowda et al. employed k-means clustering in order to reduce the sample size by determining irrelevant

samples [17]. It was reported that employing ideal exemplars instead of the whole dataset may improve accuracy

while at the same time reducing the computational cost and the communication and storage requirements [5,18].

Due to these facts, there is a large and growing literature on prototype selection and generation [15,16,19,20].

The significance of time-ordered datasets increases day by day due to the increase in the utilization of data

loggers. The main motivation behind this study is to build a humanoid-based approach in order to determine

exact ideal exemplars because humans always reduce complex and various stimuli from the environment and

make decisions depending on the concentrated stimuli. It was reported that in order to reduce these complex

stimuli, humans categorize stimuli or objects based on their intrasimilarity by determining ideal exemplars (a

prototype) or extracting rules [21–24]. In machine learning, categorization is normally done by classifying or

clustering depending on whether the class of each sample in the training dataset is known or not, respectively

[6].

In this study, first, k-means, which is a clustering method, is employed to categorize the batch datasets

(synthetic and real datasets) in order to make the reducing capabilities of traditional clustering by condensing

approach clearer. Ideal exemplars, which are central tendencies of samples in each cluster, were extracted from

each cluster as a category definition. After achieving acceptable accuracies with good condensing ratios by

traditional condensing by clustering approach, the methodology is improved to be employed in time-ordered

datasets. The proposed approach is formulated in such a way that it can forget old samples and extract

prototypes, ideal exemplars, or condensed datasets from the samples in the memory. Therefore, the tendency of

each cluster is changed or updated based on the order of the query, akin to human learning [25]. Twenty-three

different time-ordered datasets are employed in order to evaluate and validate the proposed approach. The

results achieved by an ANN trained with a condensed dataset (by the proposed approach) are compared with

results obtained by an ANN trained with the whole dataset and condensed dataset (by traditional condensing

by clustering approach). Obtained results show that the proposed approach can be employed in time-ordered

datasets successfully in terms of both achieved accuracy and condensing ratio. The rest of the paper is organized

as follows: Section 2 explains a brief overview of datasets. Section 3 describes the proposed approach and the

methodology of experiments. Section 4 presents results and outcomes of the proposed method. Finally, Section

5 concludes the study.

2. Material

In the first part of the study, 9 different batch datasets (synthetic or real) were employed in order to make

the traditional condensing by clustering approach clearer. In the second part of the paper, 3 different types

of time-ordered datasets, which are economic indicators, mean sea level, and solar radiation datasets, were

employed to confirm the proposed approach.

2.1. Batch Datasets

In order to confirm the traditional condensing by clustering approach, synthetic datasets, which have different

statistical distributions [26] (as seen in Figure 1), were generated by prtools [27] and employed in experiments.

In addition to these synthetic datasets, to increase the cogency some real benchmark datasets were also employed
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and the properties of all employed batch datasets are summarized in Table 1. It can be easily observed from

Figure 1 and Table 1 that each employed synthetic dataset has a different statistical distribution.

Table 1. Properties of employed batch datasets.

Name Type Performed task 

Number of 

classes and 

features 

Properties 

Lithuanian Synthetic Classification 2 / 2 
"e samples that belong to each class are 

uniformly distributed along a sausage [27]. 

Highleyman Synthetic Classification 2 / 2 

"e samples that belong to the first class are 

normally distributed over the x-axis and the other 

samples are normally distributed over y-axis [27]. 

Banana 

Shaped 
Synthetic Classification 2 / 2 

"e samples in this dataset are distributed along 

banana shapes [27].  

Spherical Synthetic Classification 2 / 2 

"e samples that belong to each class are 

spherically Gaussian distributed but the mean of 

Class 1 is 4 times higher than the means of the 

other class [27]. 

Multi-Class Synthetic Classification 8 / 2 
"is dataset is a collection of the first four 

datasets [27]. 

Pima Indian 

Diabetes 
Real Classification 2 / 8 

"is dataset consists of clinical features of 

diabetics (261 samples) and nondiabetics (501 

samples) [28,29]. 

Hepatitis Real Classification 2 / 19 

"is dataset consists of clinical features of 80 

hepatitis patients; 47 of these samples belong to 

living patients while the others belong to 

deceased patients [29,30]. 

Approximate 

Sinc Function 
Synthetic Regression - / 1 

"is dataset consists of approximate Sinc values 

that were calculated by adding a random noise, 

which lies in the range of –0.2 to +0.2, to the Sinc 

(sinc(x) =
sin(x)

x
) of 5000 samples uniformly 

distributed on the interval [–10, 10] [31]. 

CASP Real Regression - / 1 

"is dataset consists of physicochemical 

properties of protein tertiary structures and it was 

generated by taking the first 1000 samples from 

the CASP 5-9 dataset [29]. 

2.2. Time-ordered datasets

Twenty-three time-ordered datasets that belong to 3 different groups were employed to validate the proposed

approach. The first group comprises financial indicator datasets (end-of-day value), which are the stock index,

Forex, financial futures, energy, and commodities datasets that were downloaded from investing.com and are

summarized in Table 2. The second group contains mean sea level (MSL) datasets, which were downloaded

from the Permanent Service for Mean Sea Level that collects, publishes, and analyzes MSL data from a global
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Figure 1. Employed synthetic batch datasets.

network database. The third group comprises solar radiation datasets that were downloaded from the US

National Oceanic and Atmospheric Administration. The properties of the datasets that belong to the second

and the third groups are given in Tables 3 and 4, respectively.

Table 2. Utilized economic indicators.

Type Periodicity Dataset 

Stock Index Daily 

S&P 500 Futures (USA, from 08.12.2005 to 27.02.2015), Dow 30 (USA, 

from 04.01.2007 to 27.02.2015), FTSE 100 (UK, from 07.01.2002 to 

27.02.2015) 

Forex Daily 
US Dollar Index (from 01.02.2007 to 27.02.2015), EUR/USD parity (from 

01.01.2002 to 27.02.2015) 

Financial futures Daily 
US 30Y T-Bond (from 08.12.2008 to 27.02.2015), Euro Bund (from 

04.03.2008 to 27.02.2015) 

Energy Daily 
Crude Oil (from 26.01.2006 to 27.02.2015), Natural Gas (from 26.01.2006 

to 27.02.2015) 

Commodities Daily 
Gold (from 23.01.2006 to 27.02.2015), Copper (from 13.04.2007 to 

27.02.2015) 

As seen from Tables 2–4, the employed indexes, MSL stations, and solar stations were selected from

different regions of the world in order to increase the cogency of the achieved results. The datasets that were

summarized in these tables consist of two rows. One of them is the time of the record, which is the record day,

the record month, and the record hour for datasets that are summarized in Tables 2, 3, and 4, respectively. The

2617
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other one shows the recorded value, which is the index of the end of the day, monthly mean value, and total

hourly value in the financial indicators, MSL, and solar radiation datasets, respectively.

Table 3. Properties of utilized MSL stations.

ID Location Supplier Periodicity Metric data Completeness Source 

913 
65.246233°S 

64.257417°W 
N.O.C. Monthly 1958–2013 97.8% Antarctica 

2171 
39.378472°N 

31.168639°W 

Instituto 

Hidrografico, 

Lisbon 

Monthly 2006–2013 100% Portugal 

1391 
27.083333°N 

142.183333°E 

Japan 

Meteorological 

Agency 

Monthly 1975–2013 99.1% Japan 

2093 
38.121411°N 

13.371331°E 
Ispra Monthly 2001–2013 100% Italy 

Figure 4. The flowchart of the proposed approach for the time-ordered datasets.

ID Solar coordinate Periodicity Time zone Location 

722255 

Latitude: 32.517° 

Longitude: –84.95° 

Elevation: 120 m 

Hourly –6 
Columbus Metropolitan Airport, GA, 

USA 

722700 

Latitude: 31.77° 

Longitude: –106.5° 

Elevation: 1186 m 

Hourly –7 
El Paso International Airport, TX, 

USA 

744860 

Latitude: 40.65° 

Longitude: –73.8° 

Elevation: 5 m 

Hourly –5 
New York John F. Kennedy 

International Airport, NY, USA 

911900 

Latitude: 20.9° 

Longitude: –156.43° 

Elevation: 16 m 

Hourly –10 Kahului Airport, HI, USA 

In estimating these time-ordered datasets, the order of samples was used as input and the recorded values

were estimated by using previous training samples by regression methods. Since each of these employed datasets

belongs to a different field, each has its own periodicity based on its sampling period. For example, a sample

was recorded for each hour in solar stations, while a sample was recorded for each month in the MSL dataset.

The inputs were generated based on these periodicities because of the characteristics of the datasets, because
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each group of datasets was recorded based on a sampling frequency with which their values are associated

[32–35]. Inputs of the daily datasets (see Table 2) were the order of the day of the week on which the sample

was recorded (i.e. 1, 2, 3, 4, 5, 6, and 7 for samples recorded on Monday, Tuesday, Wednesday, Thursday,

Friday, Saturday, and Sunday, respectively). Inputs of the monthly datasets (see Table 3) were the numbers of

the months in which the samples were recorded (i.e. in the range of 1 to 12). Similarly, inputs of the hourly

datasets (see Table 4) were the hours in which samples were recorded (i.e. inputs ranged from 1 to 24).

3. Method

3.1. Condensing by clustering in batch datasets

The flowchart of traditional condensing by clustering approach is shown in Figure 2 [14–16].
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Figure 2. The flowchart of traditional data condensing in batch datasets.

1st Block: In this block, samples in the training dataset are clustered by a clustering method such as the

k-means clustering method. In classification problems, samples that belong to the same class are divided into

clusters. On the other hand, in regression problems, the whole samples in the training dataset are clustered.

2nd Block: Central tendencies of each cluster are calculated in this block. Popular central tendency

measures are the mode, median, and mean. The mean shows the center of gravity, which is also the balance

point. The median represents the middle score and mode stands for the most frequent sample in the dataset

[36]. The optimal central tendency measure can be selected based on whether the dataset contains error/noise

or not. For example, the mean is more sensitive to noise, because it considers the whole dataset.

3rd Block: Central tendencies of each cluster, which is a condensed form of the whole dataset, are used

instead of the dataset in the machine learning stage.

3.2. Proposed approach in time-ordered datasets

In the proposed approach, the dataset was employed due to the order of samples (events) for utilizing the

knowledge gained from the order of the dataset, which may enhance the accuracy of both classification and

regression. The proposed approach is summarized in Figure 3. As seen in Figure 3, for each query the proposed

process was employed. The dataset was windowed for each query and the windowed part of the dataset (samples
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in the memory) was altered like in human learning (humans learn endlessly and by trial and error) [37]. The

flowchart of the proposed approach is given in Figure 4 and described below.

Condensed 

Dataset
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d

Events in the Memory

Figure 3. Evaluation of the proposed approach in time-ordered datasets.
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Figure 4. The flowchart of the proposed approach for the time-ordered datasets.

1st Block: In time-ordered datasets, the order of samples in the dataset may contain important

information. Since time-ordered datasets are generally records of a natural phenomenon, the value of an event

is related to its previous data. Based on this fact, some events/samples were picked out depending on the order

of data. The selected samples the nth event was determined by the following equation.

Selected Samples(n) =

{
{dataset(i)|1 ≤ i ≤ τ} , n ≤ τ
{dataset(i)|n− τ ≤ i ≤ n− 1} , n > τ

(1)

Here, τ stands for the length of the selected data. These samples belong to the specifically sized part of the

dataset, which is located before the query, standing for events in the memory. This process, which is akin to

the human memory [38–40], can be visualized as a windowing process.

2nd Block: The events/samples in the memory were clustered by a clustering method such as k-means.

In this study, the k-means clustering method was employed due to its effectivity.
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3rd Block: The central tendencies of each cluster were calculated. These obtained tendencies stand for
prototypes or generalized exemplars.

4th Block: The condensed dataset was employed to forecast or classify the query.

3.3. k-Means clustering

Clustering aims to divide a group of events/samples (a dataset) into subclasses/clusters in such a way that

similarities of the intracluster are maximized while similarities of the intercluster are minimized [6]. This is

achieved by determining the optimum cluster centers, which minimize the distortion of the samples in the

clusters [41]. The process of optimizing cluster centers and members is done iteratively such that k samples are

selected arbitrarily as cluster centers and the cluster centers are updated until reaching optimum centers [6,17].

In k-means clustering, the unlabeled dataset is divided into k clusters based on the similarity errors,

which show the intradistortions based on the square error criterion. The square error is calculated by [6]:

E =
k∑

i=1

∑
xϵCi

∥x− µi∥2 (2)

where k is the number of clusters; µi is the cluster center of Ci , which stands for the cluster i; and x

represents the data. Although k-means clustering is a simple and popular clustering method, it suffers from a

major drawback: there is no method to determine the optimum number of clusters into which the dataset must

be divided [42].

3.4. Validation methods and metrics

In this study, two different cross-validation approaches were employed. The first was n-fold cross-validation.

It was employed in batch-type datasets because in batch-type datasets the order of samples in the dataset

is not important [43]. This procedure was employed as shown in Figure 5a. Each dataset was split into 10

subsets (here, n was assigned as 10). In each of 10 epochs, a subset was employed as a test dataset while

the others were used in training the employed machine learning method as seen in the 1st and 2nd epochs in

Figure 5a. In this way, each sample in the dataset was estimated in tests. Finally, the mean of the obtained

accuracies in all employed epochs was reported as overall accuracy [43,44]. In this way, achieved accuracy is less

dependent on the order of samples. Therefore, this strategy cannot be employed in assessing the performance of

a memory-based approach in time-ordered datasets. Instead of n-fold cross-validation, generally a Monte Carlo

cross-validation method is employed in this type of learning process [45,46].

In Monte Carlo cross-validation, a group of samples is randomly selected as the training dataset while

the others are selected as test samples and accuracy is calculated. This arbitrary selection process is repeated

for n epochs and the obtained mean accuracy is reported as the achieved accuracy [47]. Implementation of

Monte Carlo cross-validation in this study is given in Figure 5b. Accuracies for each dataset were calculated

by using 10 different epochs. The first 10% of the samples were used as a training dataset and the next 5%

of the samples were estimated by employed machine learning methods based on training dataset (see the 1st

epoch in Figure 5b). Later, the next 10% of samples, which means the first 20% of the samples, were added to

the training dataset and similarly the next 5% of the samples were forecasted (see the 2nd epoch in Figure 5b).

This process was repeated in the first 9 epochs. In the last epoch, 95% of the samples were used as the training

dataset and the last part of the samples (the next 5%) were employed as test samples. Achieved accuracies

were calculated simply by taking the mean of the obtained accuracies in 10 epochs.
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Figure 5. Employed cross-validation approaches: (a) n-fold cross-validation, (b) Monte Carlo cross-validation.

The simplest way of validating an approach, which is related to machine learning, is using the achieved

success in benchmark datasets or different distributed synthetic datasets. In this study the employed validation

metrics were accuracy (%) in classification and root mean square error (RMSE) in regression problems. They

were calculated as follows.

Accuracy (%) =
#True classified data

#All data
× 100% (3)

RMSE =

√
E
[
(f − y)

2
]

(4)

Here, E is the expected value, f is the true desired output, and y is the forecasted output.

4. Results and discussion

4.1. Batch datasets

The obtained accuracy by the proposed approach is directly related to the number of clusters into which the

dataset will be divided. Although there is a large and growing literature that reports successful results in

employing clustering methods, clustering methods have a major drawback, which is about determining the

optimum number of clusters [41,42]. As seen in the literature review, there is no exact way of determining the

optimum number of clusters [42]. In order to make clear the relation between the number of clusters, which also

shows the number of extracted samples (condensed data/ideal exemplars/prototypes), and obtained accuracies,

the number of clusters was employed from 2 to 250 and condensed datasets were classified by kNN based on

10-fold cross-validation. Obtained accuracies are summarized in Table 5. Some of the values in Table 5 are
missing, because k cannot be assigned larger than the length of the dataset.

As seen in Table 5, no correlation was found between dataset length and the optimum number of the

clusters, which well suits the literature findings [41,42]. The optimum number of the clusters may vary based

on the properties of the dataset, such as the geometric distribution, statistical measures, and neighborhood

measures [42,48]. In general, though, it can be reported that the increase in the number of clusters yields

higher computational costs with lower condensing ratio and may also cause higher classification accuracy. As
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Table 5. Obtained accuracies for different number of clusters.

Dataset
Number of clusters (condensed samples / ideal exemplars / prototypes)
2 3 5 10 20 35 50 75 100 150 250

A
cc
u
ra
cy

(%
)

Lithuanian 87.90 93.70 95.20 95.60 95.30 94.70 96.00 95.50 96.00 97.10 97.20
Highleyman 50.00 85.00 82.80 80.80 83.40 89.30 88.90 90.40 90.00 93.30 93.90
Banana S. 73.70 91.20 98.30 97.00 96.90 96.60 97.20 96.90 97.60 97.90 98.20
Spherical 67.00 78.10 70.50 71.40 75.20 76.50 78.20 79.80 82.40 82.90 83.70
Multi-Class 61.90 68.80 85.10 83.00 87.10 89.50 89.30 - - - -
Diyabet 65.06 64.94 66.10 67.01 67.27 67.79 69.61 70.00 70.13 68.70 -
Hepatitis 51.25 47.50 57.50 48.75 55.00 - - - - - -

R
M
S
E Sinc 5.74 5.74 5.74 5.75 5.76 5.76 5.77 5.78 5.79 5.81 5.88

CASP 6.20 6.22 6.20 6.22 6.25 6.27 6.36 6.38 6.31 6.43 6.40

a consequence, k must be determined as a balance between the accuracy and condensing ratio, and this can

be simply achieved by trials (i.e. performing the classification process many times by employing different k

values). In order to make this process easier and to have fairer judgment, the number of clusters was assigned to√
N/2 , where N is the number of instances in the dataset depending on the rule of thumb, due to its simplicity

[49]. After assigning k with a relation to the number of instances in the dataset (the length of the dataset),

condensed datasets are illustrated in Figure 6.

As seen in Figures 1 and 6, the condensed dataset carries the fundamental characteristics of the entire

dataset by utilizing a fewer number of samples. For instance, 21 ideal exemplars, which are means of the central

tendencies of clusters, were employed instead of a dataset that consists of 1000 samples and in this case the

condensing ratio was 97.90%. Achieved condensing ratios in the Lithuanian, Highleyman, Banana S., Spherical,

Multi-Class, Diyabet, Hepatitis, Sinc, and CASP datasets are 97.90%, 97.90%, 97.90%, 97.90%, 97.90%, 97.66%,

97.50%, 99.06%, and 97.90%, respectively. In summary, larger datasets yield higher condensation ratios.

Both the whole and the condensed datasets were classified or estimated by popular machine learning

methods. The nearest mean classifier (NMC), K-nearest neighbor (kNN), naive Bayes (NB), feedforward

artificial neural network (ANN), support vector machine (SVM), and decision tree (DT) methods were employed

for classification and linear regression (LR), kernel smooth regression (KSR), kNN regression, and Gaussian

process regression (GPR) methods were used for regression. Obtained classification accuracies based on 10-fold

cross-validation are presented in Table 6.

Table 6. Obtained classification accuracies (%) in batch datasets.

Datasets
All samples Ideal exemplars
NMC kNN NB ANN SVM DT NMC kNN NB ANN SVM DT

Lithuanian 84.15 96.55 92.95 96.10 83.15 92.75 78.10 94.60 87.30 94.80 84.20 92.50
Highleyman 75.20 91.75 90.20 90.45 86.55 90.15 75.90 89.30 90.60 88.80 83.60 85.70
Banana S. 81.35 98.85 93.65 98.55 86.45 91.85 80.60 97.30 90.10 97.30 85.30 95.20
Spherical 51.45 81.80 80.00 82.15 60.65 74.85 54.50 75.50 73.50 81.00 62.10 71.40
Multi-Class 70.55 90.80 80.80 74.95 51.65 88.25 70.80 88.50 81.90 74.90 51.00 82.40
Diabetes 62.96 75.07 75.00 76.24 77.21 66.02 63.51 67.92 69.22 70.78 76.88 67.79
Hepatitis 61.88 59.38 70.63 68.13 68.75 62.50 57.50 61.25 63.75 62.50 65.00 71.25
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Figure 6. Extracted ideal exemplars in batch datasets.

As seen in Table 6, lower accuracies were obtained by employing the whole datasets (except the Hepatitis

dataset), but the mean decrease in the accuracies of employed datasets (1.09) was in an acceptable range,

especially when the mean condensing ratio (97.81%) was taken into account. Since samples belonging to these

datasets were randomly generated based on the distributions, a fair comparison cannot be made between the

achieved accuracies in this study and reported accuracies in the literature. However, similar accuracies were

reported with synthetic datasets [26]. The Pima Indian Diabetes dataset was employed in many papers as a

benchmark dataset and accuracies reported with ANNs trained by ELM, SVM, NB, and generalized behavioral

learning methods were 77.57% [31], 76.50% [50], 64.60% [51], and 65.23% [52], respectively. Results obtained

with the Diabetes dataset showed that higher accuracies by SVM and NB were achieved by employing a

condensed dataset instead of employing the whole dataset. With Hepatitis datasets the reported accuracies

obtained by NB and kNN were 65.7% and 69.6%, respectively [51], and higher accuracies were achieved by

employing a condensed dataset. Additionally, obtained regression errors based on a 10-fold cross-validation

scheme are summarized in Table 7.

As seen in Table 7, lower RMSEs were achieved with the Sinc dataset by utilizing the whole dataset

instead of a condensed dataset, but with CASP dataset it was vice versa. In Bach datasets, higher accuracies

were achieved by employing only the condensed dataset for Hepatitis and CASP datasets (as seen in Tables 6

and 7). These results may be because of the distribution of datasets or the employed methodology. Moreover,

in order to investigate the relationship between the length of the dataset and the efficiency of the proposed

2624
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Table 7. Obtained RMSE in batch datasets.

Datasets
All dataset Ideal exemplar
LR KSR kNN GPR ANN LR KSR kNN GPR ANN

Sinc 5.74 5.74 4.66 5.74 5.74 5.74 5.74 5.75 5.74 5.74
CASP 6.87 6.31 7.00 6.40 8.59 6.66 6.20 6.22 6.04 7.27

approach, the length of employed synthetic datasets was expanded from 1000 to 50,000 samples. These datasets

were clustered depending on the rule of thumb and classified by kNN. Obtained classification accuracies (10-fold

cross-validation) are tabulated in Table 8.

Table 8. Obtained accuracies for different number of samples.

Number of Number of Condensation Datasets
samples clusters ratio (%) Lithuanian Highleyman Banana S. Spherical
1000 21 97.90 94.60 89.30 97.30 75.50
1500 25 98.33 96.00 90.73 97.67 74.87
2000 30 98.50 96.30 88.85 97.03 75.45
2500 33 98.68 96.56 91.04 97.60 74.08
3000 36 98.80 96.63 91.01 97.67 75.83
4000 42 98.95 96.50 91.08 97.75 76.30
5000 47 99.06 96.84 92.74 97.90 76.90
10,000 67 99.33 96.80 92.72 97.86 77.28
20,000 94 99.53 96.84 92.76 98.05 77.61
50,000 150 99.70 96.95 93.19 98.31 78.31

As seen in Table 8, the increase in the length of the employed datasets yielded both higher accuracy and

higher condensing ratio, as expected. These results showed that there is a correlation between the length of the

dataset and achieved accuracies. This may be explained by the growth of the representative power of condensed

datasets with enlargement of the dataset. Furthermore, used time and obtained P-values (t-test) of the employed

datasets are summarized in Table 9. In the tests, kNN was employed based on 10-fold cross-validation. In this

table, SL, ML, input, and output represent determining ideal exemplars, employing a machine learning method

(here it is kNN), t-test between inputs of the whole dataset and inputs of extracted ideal exemplars, and t-test

between outputs of the whole dataset and outputs of extracted ideal exemplars, respectively. As seen in Table 9,

total used time (determining ideal exemplars and machine learning stage) is lower than the process time for the

whole dataset. This required time may change based on the employed machine learning method, but in general,

a machine learning method can be trained faster by using a smaller number of samples instead of a whole

dataset [53–55]. In addition to the requirement of less time, the requirement of the memory of condensing by

clustering method is lower than in traditional applications [1,2,6]. Furthermore, the obtained P-values showed

that the extracted input and output values are higher than 0.05 (see Table 9). Obtained P-values showed that

the extracted ideal exemplars came from the same distributions with the employed datasets.

4.2. Time-ordered datasets

The findings in batch datasets showed that tolerable accuracies were obtained by using condensed datasets

instead of the whole dataset based on achieved condensing ratios. In this part of the study, this approach is

improved to be employed in time signals in order to achieve higher accuracies. The proposed approach was
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Table 9. Used time and obtained P-values.

Datasets

Used time (s) P-value (obtained by t-test)

ML
Proposed approach

Input Output
SL ML

Lithuanian 0.118 0.049 0.026 0.171 0.804
Highleyman 0.113 0.043 0.025 0.976 0.436
Banana S. 0.119 0.043 0.027 0.085 0.919
Spherical 0.111 0.040 0.025 0.363 0.778
Multi-Class 0.184 0.045 0.033 0.070 0.906
Diabetes 0.176 0.046 0.024 0.810 0.254
Hepatitis 0.122 0.039 0.027 0.345 0.419
Sinc 0.134 0.037 0.014 0.988 0.700
CASP 0.195 0.051 0.015 0.912 0.660

evaluated and validated via the time-ordered datasets described in Section 2.2. In these processes, sample order

based on the periodicity of the assessed dataset was employed as an input while its value was utilized as output.

An ANN trained by an extreme learning machine (ELM) was used in experiments due to its high generalization

capability and extremely fast training stage [31]. The number of neurons and the transfer function in the hidden

layer were assigned as 5 and triangular basis, respectively. To investigate the relation between the length of the

dataset in the memory and the success of the proposed approach, different memory lengths were evaluated in

Dow Jones 30 indexes and obtained RMSEs are listed in Table 10.

Table 10. Obtained accuracy (RMSE) for different training dataset ratio.

Ratio of training Length of Number of Condensing
ANNproposed

dataset memory clusters ratio (%)
5% 102 7 99.66 0.1614
10% 204 10 99.51 0.1859
20% 408 14 99.31 0.1926
30% 612 17 99.17 0.1924
50% 1020 22 98.92 0.2001
75% 1530 27 98.68 0.2231

As seen in Table 10, at lower memory sizes, achieved RMSE values are less than the RMSE obtained

by the ANN trained with the whole dataset, which is 0.2054. However, the increase in memory size yields not

only higher RMSEs but also lower condensing ratios. This is due to the fact that the larger the memory size

reduces the knowledge gained from the data order. No correlation was found for the optimum memory length.

It can be determined by experts depending on the features of the modeled system or by trials. Based on this

fact, in the condensing procedure of the experiments, τ was assigned as 10% of the length of the employed

dataset. Additionally, the number of clusters was assigned depending on the rule of thumb and the length of

employed datasets, condensed datasets, and achieved condensing ratios for both condensing by clustering and

the proposed approach are summarized in Table 11.

As seen in Table 11, higher condensing ratios were obtained by the proposed approach compared to the

traditional condensing by clustering approach because, in the proposed approach, the condensed dataset was

extracted from the samples in the memory instead of the whole dataset. Therefore, less storage capacity and

lower computational cost were required in the proposed approach compared to the traditional condensing by
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Table 11. Obtained condensing ratios for time-ordered datasets.

Dataset type Dataset Data length

Condensed by clustering Condensed by the

(traditional approach) proposed approach

Condensed Condensing Condensed Condensing

data length ratio (%) data length ratio (%)

D
ai
ly

E
co
n
om

ic
In
d
ic
at
or
s

Stock Index

Dow 30 2040 32 98.43 10 99.51

S&P 500 F. 2344 34 98.55 10 99.57

FTSE 100 3321 41 98.77 12 99.64

Forex
US Dollar I. 2089 32 98.47 10 99.52

EUR/USD 4105 45 98.9 14 99.66

Financial Futures
US 30Y T-B. 1613 28 98.26 8 99.50

Euro Bund 1783 30 98.32 9 99.50

Energy
Crude Oil 2306 34 98.53 10 99.57

Natural Gas 2306 34 98.53 10 99.57

Commodities
Gold 2241 33 98.53 10 99.55

Copper 2304 34 98.52 10 99.57

M
on

th
ly

S
L

Sea Level Station ID

913 672 18 97.32 5 99.26

2171 96 7 92.71 2 97.92

1391 456 15 96.71 4 99.12

2093 156 9 94.23 2 98.72

H
ou

rl
y
S
R

Solar Station ID

722255 70129 187 99.73 59 99.92

722700 70129 187 99.73 59 99.92

744860 70129 187 99.73 59 99.92

911900 70129 187 99.73 59 99.92

clustering approach [53–55]. To assess the representative power of the extracted generalized exemplars from the

employed dataset, unpaired t-tests were employed and achieved P-values are summarized in Table 12.

As seen in Table 12, P-values obtained by the proposed approach, which were higher than 0.05 for each

case, showed that the extracted generalized exemplars are related to the employed datasets. Obtained P-values

from the outputs of extracted exemplars from MSL datasets were higher than those of the other employed time-

ordered datasets. This may be because of the characteristics of this type of dataset. In MSL datasets, there

are a small trend and a small change based on the seasons. Similarly, fluctuations in some financial indicators

such as EUR/USD, US 30Y T-B, and Euro Bund were lower than the other employed financial indicators and

the obtained P-values for these indicators were also higher than obtained P-values by ANNclustering .

In order to validate the success of the proposed approach, obtained mean accuracies of 10 epochs (Monte

Carlo cross-validation) by using the whole dataset (ANNwhole), samples before the query (the length of previous

samples is 10% of the length of the whole dataset, ANN10%), previous samples before the query with a sliding

window method (ANNwindow), extracted samples by autoregressive (AR) model (ANNAR), condensed dataset

by traditional condensing by clustering approach (ANNclustering), and the condensed dataset by the proposed

approach (ANNproposed) are tabulated in Table 13. Note that ANNwindow was employed based on a sliding

window technique in which the outputs of the previous instances [t−m. . . t− 1] were used as inputs to estimate
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Table 12. Obtained P-values (t-test).

Dataset type Dataset
ANN10% ANNclustering ANNproposed

Input Output Input Output Input Output

D
ai
ly

E
co
n
om

ic
In
d
ic
at
or
s

Stock Index

Dow 30 0.967 0.932 0.029 0.048 0.321 0.261

S&P 500 F. 0.974 0.943 0.167 0.203 0.281 0.372

FTSE 100 0.978 0.955 0.151 0.112 0.285 0.266

Forex
US Dollar I. 0.961 0.959 0.318 0.056 0.307 0.237

EUR/USD 0.984 0.953 0.479 0.000 0.410 0.447

Financial Futures
US 30Y T-B. 0.975 0.957 0.172 0.003 0.213 0.486

Euro Bund 0.964 0.956 0.059 0.000 0.470 0.694

Energy
Crude Oil 0.974 0.951 0.161 0.016 0.536 0.224

Natural Gas 0.974 0.948 0.606 0.043 0.309 0.253

Commodities
Gold 0.968 0.960 0.210 0.000 0.480 0.244

Copper 0.969 0.944 0.308 0.011 0.477 0.245

M
on

th
ly

S
L

Sea Level Station ID

913 0.953 0.980 0.664 0.235 0.666 0.906

2171 0.794 0.805 0.728 0.455 0.754 0.846

1391 0.914 0.893 0.638 0.375 0.858 0.925

2093 0.924 0.955 0.646 0.611 0.827 0.868

H
ou

rl
y
S
R

Solar Station ID

722255 0.993 0.993 0.001 0.165 0.273 0.303

722700 0.993 0.993 0.000 0.000 0.349 0.268

744860 0.993 0.993 0.208 0.074 0.210 0.300

911900 0.993 0.993 0.120 0.002 0.234 0.201

the output at instant t [56]. Here m was assigned as two times the periodicity of the datasets given in Tables

2, 3, and 4. Additionally, for each dataset the order of the model in the AR method was determined by trials

(i.e. changing the order of the AR model from 2 to 15) and obtained optimal orders (n) of the AR model in

each dataset are also reported in Table 13.

It is obvious in Table 13 that the highest accuracies (i.e. lowest RMSEs) were achieved by ANNproposed

compared to the other employed methods. Although acceptable accuracies were achieved by ANNAR in

estimating financial indicators, obtained accuracies by ANNAR in SR datasets were low. This may be because of

the characteristics of these datasets and the modeling procedure of AR. One of the interesting results from this

table is that higher accuracies can be obtained by employing a memory-based method (ANN10% , ANNwindow ,

and ANNproposed) instead using the whole datasets (ANNwhole and ANNclustering). Additionally, the achieved

mean accuracies by ANNwhole were higher than the obtained results by ANNclustering , but lower than the

obtained accuracies by ANN10% and ANNwindow . The reason for this may be the change of the samples in the

memory for each query. Therefore, condensed ideal exemplars (prototypes) were changed for each sample, similar

to human learning or the object-recognizing methodology of humans. A human does not learn or memorize

all things in his environment simultaneously [37]. Instead, a human categorizes everything; this categorization

goes up to grouping the objects in classes and only the most representative ones are memorized [40]. These

prototypes are changed when a new group is formed or a more representative prototype is recognized, which

means they change by time. Humans only check an object with these prototypes and make decisions [37,40].
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In order to validate that this idea, the order of the samples in the Dow Jones 30 Index dataset was

arbitrarily changed and obtained RMSEs by ANNwhole , ANN10% , ANNwindow , ANNAR , ANNclustering , and

ANNproposed were 0.2145, 0.2187, 0.2257, 0.2154, 0.2173, 0.2273, and 0.2100, respectively. As seen from these

results and Table 13, lower RMSE values were obtained by using datasets in their natural order. Although the

higher P-value obtained in the t-test shows that the higher probabilities of both datasets (original and extracted

datasets) are a part of the same dataset, achieved RMSE values by the proposed approach were higher for

the datasets for which high P-values were obtained (see Table 12). Additionally, in order to investigate the

computational costs of employed methods, mean process times for each stage are reported in Table 14. It is

obvious from Table 14 that the SL and ML stages by the proposed approach took much more time than the

process time of ANNwhole and ANN10% . This is because of the extremely fast training stage of the ELM

[31]. Additionally, the proposed approach was faster than the other employed condensing approaches, which

are ANNAR and ANNclustering .

The obtained results in this study showed that higher or tolerable accuracies can be obtained by using

lower numbers of samples, which were extracted by the proposed approach, in time-ordered signals. This result

suits the literature in that higher accuracies can be obtained by employing ideal exemplars instead of the

whole dataset [5,18]. Achieving higher or similar accuracies (by using lower numbers of samples in the training

dataset) compared to popular time series analysis approaches showed that the proposed approach has high

potential to be employed in analyzing time-ordered datasets, as utilizing fewer samples not only decreases the

requirement of storage capacity but also may decrease the computational cost based on the employed machine

learning method [5,18]. As a consequence, in this study, the contributions that were gained by the traditional

condensing by clustering method that has been employed successfully in batch datasets were transferred to be

used with time-ordered datasets.

5. Conclusion

Due to technological improvements, the functionality and usability of data loggers have increased, and based

on this fact there has been a significant increase in the number and length of massive time-ordered datasets.

Therefore, there is a requirement for a methodology that can condense massive time-ordered datasets without

losing the knowledge gained from the data orders. In this study, the condensing via clustering methodology

was first validated by utilizing 9 different batch datasets. Slightly lower but tolerable accuracies depending

on the achieved condensing ratios were achieved by condensed datasets, which were extracted by clustering.

Later, a novel concept, memory, was added to the employed approach in order to employ it for time-ordered

datasets. Twenty-three different time-ordered datasets were employed to validate the proposed approach. Higher

accuracies were achieved by employing a condensed dataset compared to employing the whole dataset, previous

samples, samples modeled by AR, and condensed datasets by the traditional clustering approach. The results

showed that the proposed approach can be successfully employed as a data condensing method for time-ordered

datasets.
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