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Abstract: Reduced reference image quality assessment does not require the presence of the original image for assessing

the quality of a degraded image. This work proposes an intelligent method for reduced reference image quality assessment

based on a reorganized discrete cosine transform (RDCT). A genetic algorithm (GA) is used to compute optimized

estimation of the generalized Gaussian distribution (GGD), which then approximates the coefficient distribution in the

RDCT domain. Experimental results validate that such an intelligent estimation produces far superior results compared

to conventional empirical estimation methods as presented in the literature. We compare the proposed technique with a

number of contemporary techniques in the literature and demonstrate the generalization capability and effectiveness of

the proposed technique as compared to prior works.

Key words: Reduced-reference image quality assessment (RR-IQA), reorganized discrete cousin transform (RDCT),

generalized Gaussian distribution (GGD), genetic algorithm (GA)

1. Introduction

Modern day life very much depends on a broad range of digital applications ranging from high definition

multimedia, smart phones, and tablets to internet gaming and video streaming. In addition to the multimedia

world, the advent and widespread of faster and cheaper computing and communication devices has brought

many advances in other fields as well, including medical imaging, aerial photography, remote sensing, and

digital watermarking, to name a few. Due to this prevalence of technology, the ease of acquisition, storage,

and transmission of digital images has increased significantly over the last decade. During all these operations,

digital images are susceptible to various kinds of legitimate and illegitimate distortions. These distortions, or

perceptual degradations, necessitate the image quality assessment evaluation process to be resource efficient and

reliable. To evaluate the quality of degraded images, subjective and objective image quality assessment (IQA)

[1–4] techniques are widely used in the literature.

Both subjective and objective IQA techniques have their own merits and demerits. As an example, in

subjective quality assessment the final decision maker is the human eye or the physiological system pertaining

to perception and its understanding, which may vary largely from person to person [2]. Since the end users are

humans, in general it is a decent and reliable method for image quality assessment. Mean opinion score (MOS)
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[2–4] is one of the most widely used quality metrics for the assessment of subjective quality [3], whereby a

number of human observers are considered to assess the quality of an image. Howbeit, it is time consuming and

difficult for most applications. On the other hand, objective quality assessment methods do not require human

involvement for the evaluation of IQA. Therefore, these techniques are more appropriate for most applications.

Objective quality metrics can be grouped according to the presence of the original image or its absence at

the time of quality evaluation of a potentially degraded image. In general, objective image quality assessment

can be categorized into three groups [4]: full-reference image quality assessment (FR-IQA), no-reference image

quality assessment (NR-IQA), and reduced-reference image quality assessment (RR-IQA).

FR-IQA [5] image quality assessment is a powerful technique for IQA and requires the presence of the

original image at the time of quality evaluation. The most commonly used metrics for this type of IQA are

peak signal to noise ratio (PSNR) and structural similarity index measure (SSIM). However, a full-reference

image is not always present in most of the applications because of bandwidth and data storage limitations.

Therefore, a method is desirable that evaluates image quality without any need for a full-reference image. The

NR-IQA or blind IQA method needs no reference, or the original image, for evaluation of the distorted image.

Quality estimation in the absence of a reference is very difficult. Therefore, most IQA techniques [6] strive to

use priori knowledge of a set of specific distortion types to infer perceptual quality. In between FR-IQA and

NR-IQA, there exists RR-IQA, in which some of the features are extracted and sent to the receiver through

an ancillary channel for the evaluation of quality assessment. The RR-IQA method requires some of the image

features as a reference for calculation of the distorted image. Figure 1 shows a generalized flow chart of RR-IQA.

The transmitter sends only side information of the image through the ancillary channel as a reference for the

receiver. This side information must be adequate enough such that the prediction errors are minimized.

2. Related work

Regarding FR-IQA, in [5] a psychometric study for subjective quality assessment is conducted for several

prominent FR-IQAs and tested on different images for five distortion types. On the other hand, Wang et al.

[6] proposed SSIM as an objective method for FR-IQA. SSIM [7–9] is based on the hypothesis that the human

visual system (HVS) is highly adaptive in extracting structural information. It compares local patterns of

pixel intensities that have been normalized for luminance and contrast. Lee et al. [8] modeled the nonuniform

sampling that agrees with visual sensation at the human retina and calculates in curvilinear coordinates using

the foveal signal to noise ratio (FSNR).

Gao et al. [10] proposed a new framework for RR-IQA based on city-block distance to measure the

quantity of visually sensitive coefficients, Weber’s law of just noticeable difference (JND), and contrast sensitivity

function (CSF). Wang et al. [11] proposed the wavelet-domain natural image statistics model (WNISM), which

measures image distortion by applying Kullback–Leibler divergence (KLD) between the marginal distributions

of wavelet coef?cients of the reference and distorted images. However, the WNISM fails to consider statistical

correlations of wavelet coefficients in different subbands and falls short in explicitly extracting geometrical

information. In [11], the WNISM utilizes the generalized Gaussian distribution (GGD) for estimation of wavelet

coefficients. KLD is applied to restore the perceptual quality of the distorted image. Tao et al. [12] utilized

contrast sensitivity and JND in the contourlet domain to propose a novel RR-IQA technique.

Nevertheless, the WNISM has some limitations, which are investigated in detail by Ma et al. [13] and

are summarized as: (a) the coefficient connectivity is not taken into account in the wavelet subbands [10]; (b) it

performs well on a single distortion type but is not effective for multiple distortions when analyzed together [14];
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Figure 1. General architecture of RR-IQA system.

(c) in the case of KLD, it is computationally expensive when two different GGDs are computed [15], which indeed

is not feasible for practical applications. In addition, since KLD is asymmetric [16], the distance between the

distorted and original images is not the same. Ma et al. [13] empirically estimated the GGD of RDCT subbands

that model the coefficient distribution of the subband. However, empirical estimation is not applicative in real

world scenarios. We take up this deficiency as a basis of this work and propose an intelligent method that is

viable to be implemented for practical applications and is generalized and image independent. To do so, the

proposed technique utilizes a genetic algorithm (GA) and its inherent learning capabilities to optimize band

specific GGD slopes. The quality metric performance of the proposed technique is tested through correlation

coefficients (CC), Spearman rank order coefficient correlation (SROCC), and the traditional root mean square

error (RMSE), which are elucidated in section 5. Experimental results substantiate the superiority of the

proposed technique compared to existing techniques and its usefulness for practical applications.

The rest of the paper is organized as follows. Section 3 discusses details of the RDCT and GGD and

describes some quality assessment methods. Section 4 explains our proposed intelligently structured image

quality assessment technique (IS-IQA). Experimental results are presented and discussed in Section 5. Finally,

section 6 concludes this work by presenting conclusion and some future directions.

3. Reorganized discrete cosine transform (RDCT)

The discrete cosine transform (DCT) belongs to the family of transforms that represents signals in terms of

sinusoids of varying frequencies. When applied on 2D images, the transform is in the form of different oscillating
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frequencies, i.e. horizontal and vertical. The RDCT, as the name suggests, fundamentally is based on the DCT.

The only difference between an ordinary DCT and the RDCT is the process of reorganization. DCT is applied

on blocks of 8 × 8 pixels followed by a reorganization process as depicted in Figure 2. Each location of these 8 ×
8 blocks corresponds to a specific cosine having a horizontal and vertical frequency. Hence we can organize these

values in order to get a better insight into its frequency content. In Figure 2a, firstly the 8 × 8 DCT coefficients

are organized into three levels comprising ten subbands namely S0 to S9. S0, S1, S2, and S3 represent the

first level; S4, S5, and S6 denote the second level, and the remaining subbands constitute the third level [17].

Then the corresponding coefficients from different DCT blocks are grouped together and organized according

to their corresponding positions. For better visualization, DC components are scaled between 0 and 255 and

their representation is in Figure 2b. The AC component is achieved by Eq. (3) and shown in Figure 2c. More

details on such reorganization can be found in [13].
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Figure 2. Result of representation in RDCT.

3.1. DCT coefficients as GGD distribution

Based upon rigorous mathematical analysis, Lam et al. [18] showed that the high frequency DCT coefficients

follow a kurtotic distribution that a GGD can easily conform to. That is, the normalized distributions of all

AC bands follow the same trend as the GGD. The probability density function of a GGD is given by

pα,β(x) =
α

2βΓ
(
1
α

) exp{−(
|x|
β

)}
, (2)

where α > 0 and β are two parameters of the GGD function. They also govern the shape of the distribution.

Γ is the Gamma function defined by

Γ(x) =

∫ ∞

0

tx−1e−tdt. (3)
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3.2. Reduced reference (RR) image quality assessment

It has been shown in the literature [13] that the coefficient histogram of the subbands of each reorganized

DCT subband of the reference image can be best represented by a GGD model. Hence, for each GGD, two

parameters, α and β , are required for RR-IQA. Since KLD is asymmetric, it is not a good method to calculate

the visual quality of an image [16]. Based on this fact, we use city-block distance between the GGD of subbands

of the original and the distorted images to estimate the difference in visual quality. The city block distance

between two distributions h and g is given by

dcity(h, g) =

L∑
i=1

|h(i)− g(i)|, (4)

where L represents the number of histogram bins. Therefore, the city-block distance between the actual distribu-

tion ρ and the GGD fitted distribution ρα,β of each reorganized DCT subband can be obtained by dcity(ρα,β , ρ).

It is to be noted that ρ is computed on the transmitter side and ρα,β is the GGD model approximation of the

original image. Hence, for each reorganized DCT subband, three parameters {α, β, dcity(ρα,β , ρ)} are required

to be transmitted to the receiver side for quality assessment. For details, we have adopted a procedure similar

to that described in [13]. Once the image is received on the receiver side, the aim is to compute the city-block

distance of the coefficient distributions of the original image and those of the distorted image ρd .

dcity(ρ, ρd) =
L∑

i=1

|ρ(i)− (ρd(i))|. (5)

Since the coefficient distributions of the original image are not available on the receiver side, we estimate them

by using the fitted GGD model. The prediction error approximates the city-block distance between the original

and the distorted images. The inequality

L∑
i=1

|ρα,β(i)− ρd(i)| −
L∑

i=1

|ρ(i)− ρα,β(i)| ≤
L∑

i=1

|ρ(i)− ρd(i)|

≤
L∑

i=1

|ρα,β(i)− ρd(i)|+
L∑

i=1

|ρ(i)− ρα,β(i)|
(6)

implies that dcity(ρ, ρd) is bounded by

dcity(ρα,β , ρd)− dcity(ρα,β , ρ) ≤ dcity(ρ, ρd)
≤ dcity(ρα,β , ρd) + dcity(ρα,β , ρ),

. (7)

We employ the lower bound to approximate the distance between the original and distorted images as done in

[13] to give

d′city(ρ, ρd) = dcity(ρα,β , ρd)− dcity(ρα,β , ρ). (8)

In the case of a distorted image, we cannot fit ρ to a GGD model, as it is not suitable for depicting the

distorted images. Hence, we compute the distance {α, β, dcity(ρα,β , ρ)} between the coefficient distribution of

the distorted image and the fitted GGD of the reference image using Eq. (4). By considering the prediction

error of the GGD modeling, we obtained the approximated distance using Eq. (8).
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Finally, the visual distance between the original image and the distorted image is obtained by

Vdist = log10

(
1 + 1

c

I∑
i=1

|d′icity(ρi.ρid)|
)

= log10

(
c+

I∑
i=1

|d′city(ρi.ρid)|
)
− log10(c)

, (9)

where i denotes the index of the reorganized DCT subband (ranging from 0 to 9) as shown in Figure 2, whereas

c is used for scaling purpose in order to avoid Vdist being too small. For simplicity, the value for c is set to

0.0001.

4. Proposed intelligently structured image quality assessment technique (IS-IQA)

4.1. General architecture of the proposed technique

This section presents the details of our proposed IS-IQA technique. The proposed technique utilizes a GA and

is composed of two phases, namely the training and the testing phase as shown in Figure 3. In the training

phase, a number of images are used as a training data set in order to evolve suitable and generic values for

α and β through extensive GA-based simulation. Once a suitable set of parameter values is obtained, it is

then utilized in the testing phase in order to ascertain the generalization capability of the best evolved suitable

parameter values, which govern the shape of the GGD slope. It is to be noted here that, although the training

phase has a temporal cost, the best evolved parameter values are generalized and can be directly used in real

world applications. Details of different modules are presented in the following subsections.
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Figure 3. General architecture of the proposed IS-IQA technique.
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4.2. GA-based training phase

The training phase is based on a number of training images that are utilized to compute the fitness value of

each candidate solution in a GA population. A candidate solution comprises a pair of values encoded in the

chromosome, or genome, of a GA. Initially, a random number of individuals, equal to the population size,

are initialized with random values. Each individual chromosome is then scored by finding the visual distance

between the original image and the distorted image using Eq. (9). Note that for doing so, the candidate values

of the chromosome for α and β are used to estimate the slope of the GGD. These are also sent to the receiver

side to approximate the visual quality of an image. In order to incorporate the performance of a candidate

solution for a set of different images, we take the average of the visual distance values for the whole set. Let N

be the total number of images in the training set. Then the fitness Fitnessi,G of the ith candidate solution for

the Generation G is given by

Fitnessi,G =
N∑
j=1

Vdist(i,G), (10)

It is to be noted that our objective is to minimize the fitness value as it is a minimization problem. Once

all the individual candidate solutions in a population are scored, genetic operators of crossover, mutation, and

replication are applied to create individuals for the next generation. These operators help to converge to the

optimal solution and escape from trapping into local minima. The whole procedure continues generation by

generation with scoring and creation of new generation in place until we reach a termination criterion. The

termination criterion may be based upon an acceptable value of fitness, or a specific number of generations or

time limit. In this work, we used the fitness value as the termination criterion for our GA simulations.

4.3. Testing phase

Once the training phase is complete, we save the best evolved parameter values for α and β . These values

are then passed on to the testing phase to validate the usefulness of the best evolved solution for real world

scenarios. Once the results on the testing data are up to an acceptable value, we keep those best evolved

expressions as the final values for estimating the GGD slope. Otherwise, we run the simulation again and try

to find another appropriate optimum solution.

5. Experimental results and discussion

This section explains the implementation details and presents the performance comparison of the proposed

technique with the existing state of the art contemporary techniques.

5.1. Implementation details

The proposed technique is implemented in MATLAB 2013a using Intel Core i5 2.4 GHz. For the simulation of

GA, the MATLAB R2013a based GA toolbox is utilized. The database used for training purpose and testing

the accuracy of our proposed method consists of 29 images including standard images such as ‘milk drop’,

‘tiffany’, ‘baboon’, ‘airplane’, ‘lake’, ‘peppers’, and ‘Lena’. In order to assess the performance of our generalized

distribution and in the training phase, 13 images from LIVE Database from Middlebury and 9 standard images

(22 images in total) are used. With the above setup, the proposed technique takes about 20 min for GA training

simulation. Once the optimum parameter values are evolved, it takes a fraction of a second to do the image
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quality assessment. In order to demonstrate different kind of distortions, we use JPEG 2000 compression, JPEG

compression, additive white Gaussian noise (AWGN), Gaussian blur, and Rayleigh fast fading attack.

5.2. Performance comparison of the estimation error of the proposed IS-IQA technique

Figure 4 illustrates the pdf of the original frequency band coefficients compared with that computed using

GGD for the technique presented in [13] and the proposed technique. Figure 4-IIa–f shows the pdf for different

subbands from S4–S9 of the proposed method, whereas 4-Ia–f represents those computed using the Ma et al.’s

method [13]. It can be seen from all the subbands that the GGD computed using the proposed IS-IQA generates

less absolute estimation error, and hence the better capability to model the frequency distribution of the DCT

coefficients. Subsequently, this will help in better image quality assessment on the receiver side. It is to be noted

that for the middle frequency regions of an image, i.e. subbands S6–S8, there is a substantial improvement

with the proposed technique as compared to the prior work. Thus, the proposed technique could also be very

helpful for digital watermarking applications [19,20] that mostly utilize the middle frequency regions to conceal

the watermark message bits.

Figure 5 demonstrates the performance of the proposed technique in terms of different images. The

average error (comprising all the subbands) between the GGD computed by the proposed technique, steerable

pyramid method [21], and Ma et al.’s method [13] is presented for a set of different images. It can be seen that for

all the images, the proposed IS-IQA performs far better than the contemporary techniques. This improvement

is due to the fact that the proposed technique is capable enough to exploit the hidden dependencies, and

converging to the optimum value by stochastically exploring the solution space.

5.3. Performance comparison in terms of different objective measures

The performance of the proposed IS-IQA technique is also tested in the presence of different attacks that resemble

the real world distortions an image is most likely subjected to. These include JPEG 2000, JPEG, AWGN,

Gaussian blur, and fast fading attack. In order to quantify the performance comparison of different techniques,

we use CC, SROCC, and MSE. For this, we adopt the performance evaluation procedure that is used in [13]. We

let Qi denote the visual quality index of the ith distorted image derived from the corresponding IQA method.

The nonlinearity chosen for regression for each of the methods tested is a five-parameter {Ψ1,Ψ2,Ψ3,Ψ4,Ψ5} ,
monotonic logistic function, such that Qi is mapped to VQ i .

V Qi = Ψ1Logistic(Ψ2, (Qi −Ψ3)) + Ψ4Qi +Ψ5, (11)

Logistic(τ, v) =
1

2
− 1

1 + exp(τv)
. (12)

After the nonlinear mapping procedure, the correlation coefficient (CC) is used to provide an evaluation of the

prediction accuracy between the subjective scores and the nonlinear mapped objective scores. Larger CC values

mean that the subjective and the objective scores have high correlation, thus leading to better performance of

the IQA. The following subsections highlight the performance in terms of these measures.

5.4. Performance comparison of CC

CC can be expressed as values in the range of +1 and –1. A coefficient with a value of +1 indicates a perfect

positive correlation. That is, the change in both the variables is in the same direction. A value of –1 specifies
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Figure 4. a)f). Actual distribution versus GGD computed distribution along with their absolute error for 6 subbands

(I) with GGD set empirically, (II) GGD computed by the proposed IS-IQA technique. Note that prediction error is along

the y-axis, whereas variance is shown along the x-axis.
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Figure 4. Continued.
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Figure 5. Comparison of estimation error between steerable pyramid, Mas RDCT, and the proposed technique.

a negative correlation, whereby the change in one variable is in the opposite direction of the other variable.

Figure 6 displays the performance comparison of the proposed IS-IQA with a number of other IQA techniques

including PSNR, WNISM, and Ma et al’s RDCT based technique [13]. It can be observed that the proposed

method outperforms all the contemporary techniques in most cases except for AWGN distortion. In this case,

PSNR gives a better estimation of image quality.
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Figure 6. Performance comparison in terms of CC for different quality metrics with the proposed technique in the

presence of different attacks.

2670



BASHIR et al./Turk J Elec Eng & Comp Sci

5.5. Performance comparison of SROCC

The performance comparison in terms of SROCC is shown in Figure 7 for the proposed technique and other

contemporary techniques. Again the proposed technique outperforms other existing techniques except for

AWGN, where the PSNR gives better indication of the quality of an image. The reason for such an improvement

is the intrinsic design of the PSNR metric, which is suitable for AWGN distortions. Apart from the PSNR IQA

metric, the proposed technique performs better than the WNISM and Ma’s RDCT techniques for AWGN as

well.
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Figure 7. Performance comparison in terms of SROCC for different quality metrics with the proposed technique in the

presence of different attacks.

5.6. Performance comparison of RMSE

The Table presents the performance in terms of RMSE for the proposed technique and contemporary techniques.

The distortions taken into account include JPEG, JPEG 2000, AWGN, Gaussian blur, and fast fading channel

distortion. It is to be noted that the lower the RMSE value, the better is the performance of a technique. From

the Table, it can be seen that in terms of RMSE score as well, the proposed technique outperforms all the

existing methods in the literature. Although there is a slight advantage to PSNR with respect to the IS-IQA

for AWGN noise attack, as a whole, the proposed technique is far superior to the existing techniques in terms

of RMSE.

Table. Performance comparison in terms of RMSE for different quality metrics with the proposed IS-IQA technique in

the presence of different attacks.

Quality matrices JP2K JPEG AWGN Gaussian blur Fast fading
PSNR 11.22 17.72 8.74 11.45 12.94
WNISM 9.37 16.17 13.87 6.96 11.31
RDCT 13.5 11.66 12.68 6.79 11.24
Proposed technique 9.1337 10.9542 11.349 5.9404 7.1981

5.7. Performance comparison in terms of generalization capabilities

Figure 8 demonstrates the generalization capability of the proposed technique using a box and whisker plot. A

number of test images are used and the average absolute error is computed between the actual distribution and

GGD based distribution for every image. The spread of the data for both the proposed technique (which uses

intelligent parameter estimation for GGD) and the technique presented in [13] (which uses empirical parameter

estimation) is demonstrated in the form of a box and whisker diagram. It can be observed that the minimum
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and maximum error value for the whole sample data is much lower for the proposed technique as compared to

[13]. Similar is the case for the first quartile, median, interquartile range, and third quartile. These results on

the testing data verify the usefulness of the proposed technique for real world applications.

Figure 8. Comparison of empirical and intelligent GGDE.

5.8. Limitations of the proposed work

The temporal cost is the main drawback in the training phase of the proposed system because the GA uses

a stochastic search and optimization of parameters. As discussed in the training phase, Eq. (9) is used to

find the fitness value. Therefore, exhaustive GA simulation is required for the first time. Once the optimized

parameters are calculated, only a fraction of time is required to embed a watermark in the cover image, which

is more plausible for the real world scenario.

6. Conclusion

This paper presents a new method for RR-IQA based upon intelligent estimation of parameters for the GGD

using a GA. We know that RDCT based coefficient distribution can be approximated with the GGD. However,

empirical approximation techniques do not exploit the solution space properly, and hence lack in finding the

optimum solution. We take advantage of the learning capabilities of the GA and its stochastic search in less

temporal cost as compared to other intelligent techniques. When tested on real world data, we find that the

proposed technique is generalized enough and outperforms the previous IQA techniques in the literature. One

drawback of the proposed technique is the time it takes for a GA simulation to complete. However, in some

applications, the improvement in yielding better RR-IQA is more desirable as compared to the temporal cost.

In future, we will try to exploit further hidden dependencies using genetic programming.
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