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Abstract: Facial expression recognition (FER) plays a significant role in human-computer interactions. Recently,

regularized linear representation-based classification has achieved satisfying results in FER. Considering that different

blocks in a sample should contribute differently to the representation and classification, we propose an adaptive joint

block-weighted collaborative representation-based classification (JBW CRC) method to effectively exploit the similarity

and distinctiveness of different blocks. In JBW CRC, samples are divided into different blocks and each block of the query

sample is represented as a feature vector. Each feature vector is coded on its related block dictionary, which considers the

similarity among the feature vectors. Additionally, the distinctiveness of different feature vectors is obtained by weighting

its distance to other features, which addresses the distinctiveness in the different feature vectors. The proposed method is

verified from the aspect of training samples, time complexity, and Gaussian noise variances on benchmark databases and

the extensive experiments show that the proposed method is very competitive with some similar pattern classification

methods.
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1. Introduction

Facial expression recognition (FER) has attracted much attention and played an important role in human

emotions due to its wide applications [1–4]. Moreover, FER relates to pattern recognition, image processing,

computer vision, and other aspects [5]. Generally speaking, Paul Ekman proposes that there are seven kinds of

expressions, i.e. anger, disgust, fear, happy, sad, surprise, and neutral [6–8], in the emotional state. Figure 1

shows some expression examples in the real world.

Many researchers have applied representation-based classification (RC) to FER and achieved lots of

promising results. In the area of classification approaches, sparse representation classification (SRC) has

achieved prior performance in FER [9–12]. Ma et al. proposed a block-LGBP sparse representation (SR)

[10] that jointly extracted local binary pattern with Gabor (LGBP) features of each subblock and found the

minimum residual vectors to achieve the recognition results of different expression classes via SR. Mery et al.

[13] devised a new general approach, called adaptive sparse representation of random patches (ASR+), that

addressed the problem of automated recognition of facial attributes. Despite the wide application of SRC, it is
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Figure 1. Some expression images in the real world.

always implemented with the constraint of the ℓ1 -norm minimization of the linear combination coefficients [14].

Therefore, some researchers referred to other RC methods with the constraint of the ℓ2 -norm minimization.

Generally speaking, RC methods with the ℓ2 -norm minimization constraint can lead to similar FER results

but speed up the algorithm. Shi et al. [15] demonstrated that an ℓ2 -norm based method can also obtain good

results as an ℓ1 -norm constraint algorithm. Moreover, Zhang et al. [16] proposed collaborative representation-

based classification with regularized least square (CRC RLS), and showed that collaboration between classes

can benefit classification accuracy and reduce complexity with a squared ℓ2 -regularization. Furthermore,

kernel collaborative representation-based classification (KCRC) extended the CRC model to kernel space in

a nonlinear way, which performed favorably against other linear or kernel sparse representation techniques with

ℓ1 -optimization in terms of accuracy and time cost. For instance, Yang et al. [17] contributed a KCR approach,

which extended CRC [18] model to a kernel space and reduced time cost. Wang et al. presented a KCR

algorithm with squared ℓ2 -regularization that applies local binary patterns (LBPs) as well as the Hamming

kernel (HK) [19] for face recognition and obtained favorable accuracy and speed. Besides CRC, linear regression
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classification (LRC) [20] can be regarded as an RC method with the ℓ2 -norm minimization constraint as well.

LRC exploited the training samples of each class to represent the query sample and used the representation

residuals to perform the classification. In addition, the authors of [21] exploited the residuals of linear regression

to define the distance from a test texture to a texture class and achieved satisfying performance. The paper

[22] devised a linear regression-based SVM framework for the large-scale classification and obtained better

performance among recent algorithm in most cases.

Similar to the results of RC methods, feature extraction methods for FER can also achieve satisfactory

recognition results [23,24]. In [24], Nan et al. proposed a weighted multiclassifier optimization and sparse

representation-based (WMSRC) method for face recognition and outperforms many existing block-based SRC

algorithms. Though the methods above have achieved satisfying performance, they all ignore the fact that the

feature vectors in a pattern not only share similarity but also have distinctiveness. Thus, the feature vectors

should have similar representation coefficients to share similarity so that they can jointly represent similar

features and have some diversity to reflect the distinctiveness at the same time (e.g., pixels in different blocks).

Imagine that the pixels with moderate intensities of a sample should contribute more information and have very

different coding coefficients compared to those of the remaining parts.

Based on this point, to make the representation flexible, we present an adaptive joint block-weighted

collaborative representation-based classification method (JBW CRC), which considers not only the similarity

but also the distinctiveness in different feature vectors. Firstly, each feature vector is coded over its associated

block dictionary, which obtains the coding vectors for different feature vectors. Then an adaptive weighted term

is exploited to ensure that the coding vectors have a small variance, which considers the similarity in the feature

vectors. Meanwhile, the weighting values are optimized in the coding process to address the distinctiveness of

different feature vectors. Finally, the query samples are classified to the expression class that has the minimum

weighted residual. To evaluate our algorithm, we conduct numerous experiments on several public databases

and the experiments show that our method achieves competitive results against some state-of-the-art methods

in both classification accuracy and computational complexity.

The paper is organized as follows. Section 2 introduces the proposed method. In Section 3, we evaluate

the performance of our method through a number of experiments on several public databases. Section 4 presents

analysis of the proposed method. Section 5 concludes the paper.

2. The proposed method

2.1. Adaptive joint block-weighted collaborative representation

Let φ = [φ1, φ2, · · · , φC ] be the training set with C expression classes, where φi is the training set of the i -th

class. Let y be a query sample to be classified. As shown in Figure 2, the training samples can be divided

into K blocks, i.e. K = 4. Thus, the training dictionary φ can be divided into K block dictionaries as well.

Denote by Ak the block dictionary of the k -th(k = 1, 2, . . . ,K) modality of feature. Similarly, the query image

y also can be divided into K blocks and yk is the k -th modality of the feature vector to be coded and αk is

the coding vector of yk over Ak . Additionally, Algorithm 1 summarizes the proposed method.

It is reasonable to assume that the different features yk may share some similarity with their corresponding

block dictionaryAk . Thus, the representation coefficients αk should be similar, which makes the representation

stable. Furthermore, the different features yk can be very distinctive from each other, and so their representation

coefficients αk also have distinctiveness. This makes the representation flexible. Generally speaking, a balance

between similarity and difference will result in a more accurate representation for FER.
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Figure 2. Diagram of the proposed method.

In order to achieve the purpose above, we use the following term to adjust the coding vector αk of

different features over their corresponding block dictionary:

min
αk

∑K

k=1
wk ∥αk − ᾱ∥22 , (1)

where αk, k = 1, 2, · · · ,K means the coding vector of the k -th feature vector yk over the k -th block dictionary

Ak . In addition, ᾱ is the mean vector of all αk and wk is the weighting value to the k -th feature.

With the regularization in Eq. (1), the adaptive joint block-weighted collaborative representation can be

converted as

min
αk,wk

K∑
k=1

(
∥yk −Akαk∥22 + γ ∥αk∥22 + ξwk ∥αk − ᾱ∥22

)
s.t.prior {wk} , (2)

where γ and ξ are the positive constants and prior {wk} is the optimized weighting value of wk . In (1), αk and
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wk are regularized with ℓ2 -norm since it can make the computational time low. Therefore, the optimization of

wk is the key issue of the proposed method and will be discussed in the following part.

2.2. Optimization and classification

The objective function in Eq. (2) can be solved by alternatively optimizing coding vector αk and weighting

value wk , i.e. updating αk by fixing wk and updating w by fixing αk . The processes are iterated until αk

and wk converge to some minimum.

Since there is no information about wk of different feature vectors, we adjust the entropy of wk using

the following formula:

−
∑K

k=1
wk lnwk > σ (3)

Then the objective function in (1) can be reduced to

min
wk

∑K

k=1
ξwk ∥αk − ᾱ∥22 + ρwk lnwk, (4)

where ρ > 0 is the Lagrange multiplier. According to a close-form solution for k = 1, 2, · · · ,K , αk and ᾱ in

Eq. (2) can be derived by

αk = α0,k + ξ
wk∑K

η=1 GkH
∑K

η=1 wηα0,η

(5)

ᾱ =
∑K

k=1
wkαk

/∑K

k=1
wk, (6)

where Gk =
(
AT

kAk + I (γ + ξwk)
)−1

, α0,k = GkA
T
k yk , H =

(
I −

∑K
η=1 w̄ηGη

)−1

,w̄η =
ξw2

η∑K
k=1 wk

. Then the

weighting value wk can be updated as

wk = exp
{
−1− ξ ∥αk − ᾱ∥22

/
ρ
}

(7)

Finally, the residual for each class can be computed by

ri(y) =
∑K

k=1
wk

∥∥yk −Ai
kα

i
k

∥∥2
2

, (8)

where αi
k represents the coefficients vector αk corresponding to the i -th class and output the identity of y as

identify(y) = argmin
i

ri (y) (9)

2.3. Experiments

In this part, the proposed method is evaluated on several public databases; some databases meet the kind

for the seven emotions but some do not. To assess the performance, we use leave one-subject-out (LOSO)

cross-validation in all experiments. This means we choose each subject at a time for testing and train the other

subjects. In other words, we perform a separate experiment for each of the subjects: we leave out all images

of the left subject for testing and train all images of other subjects. We repeat this scenario for all subjects.
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Algorithm 1 JBW CRC algorithm for facial expression recognition

Input: Normalize the training dictionary φ and y to have unit ℓ2 -norm.

1: Divide φ and y into block dictionary Ak and feature vector yk , respectively.

2: Solve the Eq. (2) by optimizing αk and wk .

3: Update the coefficients of i-th class αk and the mean coefficient vector ᾱ via Eq. (5) and Eq. (6).

4: Obtain the optimal adaptive weighted value wk via (7).

5: Compute the residuals via (8).

6: Identify y via (9)

Output: The label of y .

(e.g., JAFFE database has 10 subjects in total. LOSO selects 9 out of the 10 subjects for training and uses

the remaining subject for testing. This procedure is repeated for all the 10 subjects.) Afterwards, the input

facial images from all the databases are all cropped to the size of 64 × 64 based on two eye locations [25] and

downsampled to 20 × 20 pixels and normalized to consider as the feature vector with 400 elements.

2.4. Parameter setting

In this paper, SVM (linear kernel), SRC-ℓ1 , KCRC-ℓ2 (LBP+HK), and LRC are used to compare with the

proposed JBW CRC. Furthermore, parameter λ1 in SRC is set to 0.1 and the parameters λ2, λ3 used in the

KCRC, LRC are set to 0.005 and 0.1, respectively. Additionally, parameters γ, ξ , and ρused in JBW CRC are

set to 0.0005, 0.005, and 0.1, respectively. In addition, all the experiments are conducted on a PC (Intel Core

i5-4460 CPU, 3.20 GHz) with MATLAB R2012a software.

2.5. Facial expression databases

2.5.1. JAFFE database

The JAFFE database includes 10 females of 213 facial expression images, including anger, disgust, fear, happy,

sadness, surprise, and neutral, the numbers of which are 30, 29, 32, 31, 31, 30, and 30, respectively.

2.5.2. Extended Cohn–Kanade database

The extended Cohn–Kanade (CK+) database contains 593 image sequences from 123 subjects. We select 118

subjects since they meet the kinds of seven emotions, i.e. anger, disgust, fear, happy, sadness, surprise, and

neutral, whose numbers are 135, 177, 75, 207, 84, 246, and 314, respectively. We select the first frame from each

sequence as neutral images and use the last three frames from each sequence as the facial expression images in

our experiments. Some expression images are shown in Figure 3.

2.5.3. KDEF database

The KDEF database records facial expression images of 70 subjects at 5 different viewing angles. We only select

the 980 frontal facial expression images, including anger, disgust, fear, happy, sadness, surprise, and neutral.

2.5.4. CAS-PEAL database

The CAS-PEAL database records 99,594 images of 1040 individuals (595 males and 445 females) with varying

pose, expression, accessory, and lighting (PEAL). We only select the 2256 frontal facial expression images of
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Figure 3. Some facial images in the CK+ database.

376 subjects, including closed eyes, frown, smile, open mouth, surprise, and neutral.

2.5.5. AR database

The AR database contains over 4000 images for 100 subjects. We only select the 800 frontal facial expression

images, which include neutral, happy, anger, and surprise.

2.6. Comparison of different blocks

In this subsection, we perform experiments on several possibilities about the selection of K . As observed from

Table 1, when the samples are divided into 1 × 4, the average accuracies on all databases are higher than those

of other cases. Thus, K is set to 4 in this paper.

Table 1. Average accuracy under different selection of parameter K (%).

Databases

Selection of parameterK
1 × 4 2 × 4 3 × 3 3 × 4 4 × 4
(K = 4) (K = 8) (K = 9) (K = 12) (K = 16)

JAFFE 64.97 63.65 61.57 62.13 59.49
CK+ 82.51 76.90 75.65 74.11 73.05
KDEF 75.92 72.65 70.41 70.10 70.00
CAS-PEAL 75.35 72.85 71.14 68.66 69.68
AR 83.75 83.37 83.15 82.63 81.97

2.7. Comparison of different classification algorithms

In this part, we respectively exploit SVM, SRC, KCRC, and LRC algorithm-based classification for comparison.

Figure 4 shows the results of each expression class under different algorithms. From these figures, we can observe

that JBW CRC performs better than other classification algorithms. Additionally, Table 2 (corresponding to

Figure 4) summarizes the average accuracy and running time (per sample) of different algorithms. It can be seen

that JBW CRC achieves the best performance in both each expression class and average accuracy. Although

the time cost of JBW CRC is not the lowest, it also has superiority over other algorithms such as SRC and

SVM.

2.8. Comparison of different training samples per subject

Figure 5 shows the average accuracies of different training samples per subject on JAFFE and AR databases,

respectively. For instance, for the experimental results on JAFFE database shown in Figure 5a, when the first 2

images of each subject are used as training samples, JBW CRC can achieve the best recognition rate of 45.81%
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Figure 4. Comparison of test accuracies under five types of classifiers with different databases. (a) JAFFE database,

(b) KDEF database, (c) CAS-PEAL database, (d) CK+ database.

Table 2. Average rate (R) and running time (T) of different methods on different databases.

RC methods
JAFFE KDEF CAS-PEAL CK+
R(%) T(s) R(%) T(s) R(%) T(s) R(%) T(s)

JBW CRC 64.97 0.0075 75.92 0.0947 75.35 0.9879 82.51 0.1608
SRC 53.26 0.2065 69.18 1.2785 67.77 5.3095 76.18 2.2481
SVM 59.24 0.0097 73.57 0.3344 71.37 13.978 75.90 0.5689
CRC RLS 60.37 0.0023 73.16 0.0240 76.20 1.0561 79.90 0.0556
LRC 55.67 0.0020 72.35 0.0205 69.19 0.2204 82.51 0.1608

while the second best method, i.e. SVM, only obtains a rate of 40.61%. Therefore, JBW CRC is superior in

both recognition rates and computational time. Furthermore, Tables 3 and 4 show the accuracy and time cost

on the KDEF and CK+ databases. We use the abbreviations ‘An’, ‘Di’, ‘Fe’, ‘Ha’, ‘Sa’, and ‘Su’ to stand for

the expressions anger, disgust, fear, happiness, sadness, and surprise, respectively. As can be seen, in these
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figures and tables, our method is superior to the other comparison algorithms from the aspect of time cost and

test accuracy.
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Figure 5. Comparison of test accuracies under different training samples per subject with different databases. (a)

JAFFE database, (b) AR database.

Table 3. Recognition rate and running time of different training samples on KDEF database. (No.=1)

RC methods
Recognition rate (%) Running
An Di Fe Ha Sa Su Ne Overall time (s)

JBW CRC 74.29 80.71 58.57 94.86 52.86 93.57 72.86 70.31 0.0237
SRC 63.57 66.43 35.71 92.14 42.86 82.86 62.75 62.96 0.3592
SVM 57.14 65.71 51.43 82.14 47.86 72.86 57.14 62.76 0.0701
KCRC 70.14 80.00 31.43 94.14 47.14 92.14 59.29 68.67 0.0068
LRC 60.71 76.43 40.00 92.86 40.00 81.29 45.71 67.45 0.0079

Table 4. Recognition rate and running time of different training samples on CK+ database. (No.=1)

RC methods
Recognition rate (%) Running
An Di Fe Ha Sa Su Ne overall time (s)

JBW CRC 56.30 85.88 56.00 97.58 36.90 94.37 96.17 80.14 0.0191
SRC 44.67 76.27 38.67 93.72 23.81 92.12 76.36 74.09 0.3287
SVM 53.33 77.40 44.00 87.92 15.48 86.59 68.69 71.92 0.0448
KCRC 43.70 85.31 20.33 95.87 8.79 92.75 90.73 77.28 0.0059
LRC 21.19 63.76 11.06 92.68 6.19 90.34 88.22 67.97 0.0067

2.9. Comparison of different gaussian noise variances

To verify the proposed algorithm’s robustness to noise, all the query samples are added with gaussian random

noise, with different variances. Figure 6 shows some examples of the images from the CK+ database with

different noise variances. When the variance becomes 0.4, we can hardly distinguish the expression information.
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Figure 6. Some images on CK+ database with different noise variance from left to right of 0, 0.01, 0.1, 0.2, 0.3, 0.4,

and 0.5.

The first column of Figure 7 shows the average accuracies on different databases. Moreover, we compare

the time cost of different methods with the proposed JBW CRC as shown in the second column. Intuitively,

we can see that the proposed approach achieves better performance than the other comparison algorithms and

has a relative advantage in the aspect of the time cost as well.

3. Analysis of the proposed method

It should be pointed out that the proposed algorithm considers both the similarity and distinctiveness among the

feature vectors that existed in different blocks. Note that the term
K∑

k=1

(
∥yk −Akαk∥22 + γ ∥αk∥22

)
in Eq. (3)

ensures all features yk have the similar coding vector αk over their associated block dictionary Ak . However, it

ignores the fact that different features in a module also have distinctiveness. Thus, the third term ξwk ∥αk − ᾱ∥22
is added to Eq. (3) in our method, which considers the fact that different features yk should have similar coding

vector αk so that they can jointly represent the query sample, while αk should also have distinctiveness to

reflect the distinctive property of different features. Here we take a query sample from the CK+ database for

example and show the adaptive weights obtained by our method, which can be seen in Figure 8. We can see

that w1 is the smaller and it means the feature vector y1 is less similar to other features. Thus, we exploit the

adaptive weighted value w1 to adjust the coding vectorα1 . Overall, if the feature vector yk is similar to other

features, wk should be larger to enforce αk approaching ᾱ . Otherwise, wk should be smaller so that αk can

vary more from others.

Additionally, the proposed method has a lower time complexity. For instance, the time complexity of all

the coding procedures is O
(∑K

k=1 3m
2
k +mkN

)
if Ak has a size of mk×N . Meanwhile, the time complexity of

computing GkA
T
k yk is O

(∑K
k=1 m

2
k +mkN

)
and obtaining GkH

∑K
η=1 wηαo is O

(∑K
k=1 2m

2
k

)
, respectively.

Moreover, the weighting value wk is optimized with the iteration of q times. Thus, the whole time complexity

of JBW CRC is O
(
q
∑K

k=1 3m
2
k +mkN

)
. A large number of experimental results shown in Section 3 also

verify the effectiveness of our method from the aspect of running time per image.

4. Conclusion

In this paper, we present a novel adaptive joint block-weighted collaborative representation-based classification

(JBW CRC) to effectively join the similarity and distinctiveness of different feature vectors. First, each feature

vector can be flexibly represented on its associated block dictionary. Then an adaptive weighted value is exploited

to ensure that the coding vectors have a small variance, which considers the similarity between feature vectors

and simultaneously addresses the distinctiveness of different feature vectors in the coding stage. Finally, the
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Figure 7. Comparison of average accuracies and time cost different methods under different Gaussian noise variances.

(a, b) JAFFE database, (c, d) KDEF database, (e, f) CK+ database, (g, h) AR database, (i, j) CAL-PEAL database.
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Figure 8. Analysis of the proposed method.
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query samples are classified to the expression class that has the minimum weighted residual. The experiments

on benchmark databases show that the proposed method is superior to several similar state-of-the-art methods

from the aspect of recognition accuracy and speed.
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