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Abstract: This paper presents a new approach for an online solution of the inverse kinematics problem based on nonlinear

optimization for robots with joint physical constraints. The inverse kinematics problem is stated as a constrained

nonlinear optimization problem and is solved using Kuhn–Tucker conditions analysis. The nonlinear multivariable

optimization problem is locally converted into independent local linear constrained subproblems and each subproblem is

analytically solved. For each joint, position limits and velocity limits are considered as physical constraints. The proposed

structure benefits from a very low complexity design. The proposed method is fast and requires few calculations. The

convergence of the proposed algorithm is proven based on the Lyapunov function. While keeping the algorithm stable, it

can navigate the manipulator to a desired position under joint physical limits. The algorithm is simulated on a 7-DOF

PA-10 manipulator. Results indicate good efficiency for the proposed structure in constrained path planning of joint
space.
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1. Introduction

Serial manipulators are among the main tools employed in various industries, e.g., automobiles and aerospace.

The main task of the manipulators is usually to move the end-effector along a predefined desired trajectory.

Proper navigation toward the desired point requires necessary information about joint positions, enabling

actuators to apply proper torques. There is usually no analytic method available to calculate joint angles

as a function of end-effector positions and, if there are such methods, the solution is not unique. This is true

especially in the case of redundant manipulators. Therefore, solving the inverse kinematics problem requires

numerical algorithms. A large amount of research has previously been done and various numerical methods

have been proposed to solve inverse kinematics of manipulators.

One of the most important and popular approaches is the Jacobian inverse-based method. The general

basis of this method is to differentiate kinematics equations to obtain a relation between Cartesian velocity

and joint space velocity through an inverse of the Jacobian matrix. An adaptation matrix for joint variables

was proposed in [1–4] using the Lyapunov function, the Jacobian matrix, and its transpose. In addition to

the Jacobian inverse approach, various approaches have been presented to solve inverse kinematics. In [5], a

recursive approach based on manipulator geometry configuration is used. A recursive procedure is followed from

the end-effector to the manipulator base and backwards. Yahya et al. [6] proposed a geometrical method that
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assumes that all joint variables are constant except the first two. By using them as two independent variables

in forward kinematics, the proper joint angles are determined. A combination of analytical and numerical

solutions was used in [7]. First, one of the joint angles is assumed to be unknown and the rest to be known.

Based on the robot position vector and using an iterative algorithm, the unknown variable is updated. However,

this approach is time-consuming and requires numerous calculations. A number of research studies exist that

focused on analytical solutions of inverse kinematics [8,9]. Considering neural network characteristics such as

distributed and parallel computations, linear and nonlinear mapping, and environmental adaptation, they are

widely used in the field of inverse kinematics [10–13]. In 2014, Toshani and Farrokhi [13] proposed a combination

of an RBF neural network with quadratic programming to solve the inverse kinematics of a 7-DOF manipulator.

The proposed approach aims to avoid joint position limits and obstacles available in the manipulator workspace

and satisfies the required conditions to converge. In [14] and [15], recurrent neural networks were used for

kinematics control of redundant manipulators with the obstacle avoidance capability of a 7-DOF manipulator.

Such networks have simple structures and their convergences are guaranteed under proper conditions.

In this paper, joint angles are determined in order to minimize the tracking error of the end-effector using

nonlinear programming. A gradient-like method is used to minimize tracking error. Joint physical position

and velocity limits are separately imposed for each joint angle as linear constraints. Adaptation of the joint

angles of the robot is done through the active-set method to satisfy those constraints. The solution to the

Kuhn–Tucker conditions for the set of active constraints gives the appropriate joint angle deviations in each

optimization step. A more detailed review of applications of nonlinear and quadratic programming in robotics

can be found in the work of Escande et al. [16]. The paper itself uses the quadratic programming approach

for equality and inequality constraints in a hierarchical way when some constraints have priorities over others.

Toshani and Farrokhi [13] used the same approach while a neural network was learned for each robot joint to

generate the desired angle deviations. However, inputs to neural networks were constant variables and learning

was performed only in the output layer. As our approach shows here, instead of an indirect tuning of neural

network weights, one can directly tune the desired angle deviation of each robot arm. This clearly simplifies

the model and reduces the computational requirements for online applications. In addition, we considered both

physical angle limits (up and down) and angular velocity limits (high and low) for each joint in our method.

The structure of the paper is as follows: in Section 2, basic ideas about the proposed method are stated

and the required formulations are given. The overall algorithm for the joint angle adaptation procedure, based

on the active-set method, is discussed in Section 3. Section 4 considers the convergence of the proposed method

and proves that tracking error ultimately approaches zero, based on Lyapunov analysis. Simulation results are

presented and analyzed in Section 5, and conclusions are given in Section 6.

2. Nonlinear optimization approach to inverse kinematics

Joint angles of the robot should be adapted in such a way that Cartesian tracking error is minimized while

physical limits are satisfied. For the manipulator to navigate properly, based on the end-effector tracking error,

a cost function is considered as follows:

J =
1

2
∥p− pd∥2 =

1

2
((x− xd)

2 + (y − yd)
2 + (z − zd)

2) (1){
p = [ x y z ]T

pd = [ xd yd zd ]T
(2)

Here p is the Cartesian coordinate of the end-effector and pd is the desired coordinate.
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The active-set method is a powerful tool in dealing with constrained optimization problems, and quadratic

programming and Kuhn–Tucker conditions are used to evaluate the constraints in each step as active or inactive

and accordingly adapt the joint angles. To formulate the process, for each joint angle, the optimization problem

is defined as:

min 1
2qi∆θ2i + ci ∆θi

s.t. ET
i ∆θ ≤ ri , i = 1, 2, ..., 7

(3)

Here ∆θi ∈ R1 is the angle adaptation or search direction and ci is the gradient of the cost function with

respect to joint angle (ci =
∂J
∂θi

∈ R ). Furthermore, Ei ∈ R1×2 and ri ∈ R2×1 are coefficients driven from

position and velocity limits as follows in Section 4, and qi is a positive constant chosen by the designer. qi

sets the tradeoff between convergence and speed. A larger qi results in smaller steps (∆θi) and therefore slows

down the algorithm, while smaller values for qi lead to a faster algorithm, but the algorithm may not converge.

The recursive equation for updating the ith joint angles is:

θi,new = θi,old +∆θi (4)

Considering optimization of the problem in Eq. (3), the Lagrangian function for each joint of the robot is

defined as follows:

Li =
1

2
qi∆θ2i + ci∆θi + λT

i

(
ET

i ∆θi − ri + si
)
, i = 1, . . . , 7 (5)

Here λ and s are the Lagrange multiplier and positive shortage variables, respectively. By differentiating the

Lagrangian function with respect to vectors λi and ∆θi , we can get:
∂Li

∂θi
= qi∆θi + ci +Eiλi = 0

∂Li

∂λi
= ET

i ∆θi − ri + si = 0
(6)

Ei ∈ R1×2, ∆θi ∈ R1×1, siλi ∈ R2×1, sjiλjiq ≥ 0, j = 1, 2

Reformulating Eq. (6) in matrix form yields:

[
qi Ei 01×2

ET
i 02×2 I2×2

] ∆θi

λi

si

 =

[
−ci

ri

]
, i = 1, 2, . . . , 7 (7a)

Each joint angle has two joint constraints, position and velocity, which makes vectors λi and si have two

dimensions. Therefore, Eq. (7a) can be rewritten in the following form:

 qi [ E1i E2i] 01×2

[E1i
E1i]

T 02×2 I2×2




∆θi

λ1i

λ2i

s1i

s2i


=


−ci

r1i

r2i

 , i = 1, 2, . . . , 7 (7b)

According to the Kuhn–Tucker conditions, sufficient conditions for an optimal solution are:
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a) sjiλji ≥ 0, j = 1, 2

b) λT
i si = 0

Those two conditions are met depending on the constraints being active or inactive. It should be

remembered that s1i and s2i are shortage variables related to constraints on joint position and velocity,

respectively. The active-set method is based on determining which constraints are active and which are inactive.

Evaluation of a constraint as active or inactive is determined by the value of its shortage variable. That is,

for a joint angle, if its shortage variable is positive, the corresponding constraint is inactive, and if its shortage

variable is zero, it is active. If a constraint is active, then the corresponding Lagrange multiplier has to be

zero, as indicated by Kuhn–Tucker conditions. Eq. (??) is a system of three linear equations of five unknowns:

∆θi, λi∈R2×1 , and si∈R2×1 . Provided that it is known which constraint is active and which is inactive, two

of these unknowns will be zero, and the equation can be easily solved for the three remaining unknowns. To

find out which constraint is active and which is inactive, four possible situations must be checked, and the one

with a solution is the optimal point.

2.1. Joint angle and velocity constraints are inactive

In this case, both Lagrange multipliers of the ith joint angle are zero (λ1i = 0, λ2i = 0) and Eq. (??) is

reduced to: 
qi∆θi = −ci

E1i∆θi + s1i = r1i

E2i∆θi + s2i = r2i

The first equation can be readily solved for ∆θi :

∆θi = − 1

qi
ci , i = 1, 2, ..., 7 (8)

The last two equations give the shortage variables:{
s1i = r1i−E1i∆θi

s2i = r2i − E2i∆θi
(9)

If both shortage variables are nonnegative (i.e. s1i ≥ 0, s2i ≥ 0), the Kuhn–Tucker conditions are satisfied, and

the solutions resulting from Eqs. (8) and (9) are valid. If any of shortage variables are negative, the solutions

resulting from Eqs. (8) and (9) are not feasible. Depending on which shortage variable(s) is negative, one of

the following three cases will be met.

2.2. Joint position constraint is inactive and joint velocity constraint is active

In this case, the Lagrangian multiplier of the first constraint and the shortage variable of the second constraint

ith joint angle are zero (λ1i = 0, s2i = 0), and Eq. (??) is reduced to:
qi∆θi + E2iλ2i = −ci

E1i∆θi + s1i = r1i

E2i∆θi = r2i
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The last equation can be readily solved for ∆θi :

∆θi =
r2i
E2i

(10)

The first two equations give the two remaining unknowns:{
λ2i =

−ci−qi∆θi

E2i

s1i = r1i − E1i∆θi
(11)

If s1i ≥ 0 and , λ2i ≥ 0, the Kuhn–Tucker conditions are satisfied and the solution resulting from Eqs. (10)

and (11) are valid.

2.3. Joint position constraint is active and joint velocity constraint is inactive

In this case, the Lagrangian multiplier of the first constraint and shortage variable of the second constraint ith

joint angle are zero (λ2i = 0, s1i = 0), and Eq. (??) is reduced to:


qi∆θi + E1iλ1i = −ci

E1i∆θi = r1i

E2i∆θi + s2i = r2i

The second equation can be readily solved for ∆θi :

∆θi =
r1i
E1i

(12)

The first two equations give the two remaining unknowns:{
λ1i =

−ci−qi∆θi

E1i

s2i = r2i − E2i∆θi
(13)

If s2i ≥ 0 and λ1i ≥ 0, the Kuhn–Tucker conditions are satisfied and the solutions resulting from Eqs. (12)

and (13) are valid.

2.4. Joint position limit and velocity limit are active

In this case, both shortage variables are zero (s1is2i = 0) and Eq. (??) is rewritten as:


qi∆θi + E1iλ1i + E2iλ2i = −ci

E1i∆θi = r1i

E2i∆θi = r2i

The ith joint angle deviation ∆θi can be calculated from each of the last equations:

∆θi =
r1i
E1i

=
r2i
E2i

(14)
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The Lagrange multipliers λ1i ≥ 0 and λ2i ≥ 0 cannot be uniquely determined by the first equation and we

then have:
E1iλ1i + E2iλ2i = −qi∆θi−ci (15)

As long as Eq. (15) has positive solutions for the Lagrange multipliers λ1i ≥ 0 and λ2i ≥ 0, the Kuhn–Tucker

conditions are met and the solution that results from Eq. (14) is valid.

3. Formulation of the overall algorithm

Constraints imposed on the inverse kinematics problem are joint angle and velocity limits. Constraints imposed

on joint position for each joint of the robot have the following form:

θimin ≤ θi ≤ θimax →

{
θi − θimax ≤ 0

θimin − θi ≤ 0
; θimin = −θimax;

→

{
θi − θimax ≤ 0

−θi − θimax ≤ 0
→ |θi| ≤ θimax → |θi| − θimax ≤ 0

→ h1i = |θi| − θimax; i = 1, 2, ..., 7

(16)

Here h1i is the joint position constraint of the ith joint. Joint velocity constraints are analogously determined

as follows:

θ̇imin ≤ θ̇i ≤ θ̇imax →

{
θ̇i − θ̇imax ≤ 0

θ̇imin − θ̇i ≤ 0
; θ̇imin = −θ̇imax;

→

 θ̇i − θ̇imax ≤ 0

−θ̇i − θ̇imax ≤ 0
→

∣∣∣θ̇i∣∣∣ ≤ θ̇imax →
∣∣∣θ̇i∣∣∣− θ̇imax ≤ 0

→ h2i =
∣∣∣θ̇i∣∣∣− θ̇imax; i = 1, 2, ..., 7

(17)

Therefore, Ei ∈ R1×2 and ri ∈ R2×1 defined by Eq. (3) for the ith joint angle can be calculated as:

ri =

[
b1i

b2i

]
= −

[
h1i

h2i

]
=

 θimax − |θi|

θ̇imax −
∣∣∣θ̇i∣∣∣

 ≥ 0 ;

Ei =
[

∂h1i

∂θi
∂h2i

∂θi

]
=

[
E1i E2i

]
; i = 1, ..., 7,

(18)

where

∂h1i

∂θi
=

∂ (|θi| − θimax)

∂θi
= sign(θi) (19)

∂h2i

∂wij
=

∂
(∣∣∣θ̇i∣∣∣− θ̇imax

)
∂θ̇i

= sign(θ̇i);

and finally for ci :

ci =
∂J

∂θi
= (x− xd)

∂x

∂θi
+ (y − yd)

∂y

∂θi
+ (z − zd)

∂z

∂θi
(20)
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The overall proposed algorithm is presented here:

The proposed algorithm decomposed the inverse kinematics problem of a 7-DOF robot to 7 joint level

problems. For each joint, joint angle deviation ∆θi is calculated by Kuhn–Tucker conditions. In the first case,

both constraints are considered inactive and ∆θi and s1is2i are calculated using Eqs. (8) and (9). If s1is2i

are positive, the Kuhn–Tucker conditions are met. If not, either Eqs. (10) and (11) or Eqs. (12) and (13)

determine the solution based on which s1i or s2i is negative. If both are negative, angle deviation must be set

to the minimum value determined by Eq. (10) or (12) to satisfy the Kuhn–Tucker conditions. The procedure

is iterated until end-effector error is minimized to a predefined level.

4. Convergence analysis

This section considers the convergence of the overall algorithm. To prove the convergence of the proposed

algorithm, tracking error is considered as the Lyapunov function in Eq. (1). Differentiating J with respect to

time, using Eq. (20), gives:

J̇ =
dJ

dt
=

∂J

∂θ

∂θ

∂t
=

7∑
i=1

ci
dθi
dt

≈ 1

∆t

7∑
i=1

ci∆θi (21)

To prove that tracking error will ultimately approach zero, it is sufficient to prove that J̇ < 0. To prove J̇ < 0,

we show that ci∆θi < 0 for each joint angle i = 1, . . . , 7.

In each instance, the joint angle variation of the ith joint ∆θi is calculated with either Eq. (8), (10), or

(12), based on which of the four cases discussed in Section 2 is active.

For case 1, where both joint angle and velocity constraints are inactive, ∆θi is calculated with Eq. (8),
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and we have:

ci∆θi = − 1

qi
c2i < 0 (22)

This case is active if both shortage variables calculated with Eq. (9) are positive. If each of these quantities is

not positive, ∆θi has to be calculated with Eq. (10) or (12).

For the second case, when the joint position constraint is inactive and the joint velocity constraint is

active, ∆θi has to be calculated with Eq. (10) and the quantity of s2i as calculated with Eq. (9) is negative;

that is:

r2i − E2i

(
−ci
qi

)
= r2i +

1

qi
E

2i

ci < 0 (23a)

Or equally:

E2ici < −qir2i (23b)

Using Eq. (10) to calculate ∆θi gives:

ci∆θi = ci
r2i
E2i

=
1

E2
2i

r2i (E2ici) <
qi
E2

2i

(−r22i) < 0 (24)

The corresponding analysis for the third case results in:

ci∆θi = ci
r1i
E1i

=
1

E2
1i

r1i (E1ici) <
qi
E2

1i

(−r21i) < 0 (25)

From Eqs. (22), (24), and (25), it is shown that ci∆θi < 0 in all cases.

5. Simulations results

To evaluate the efficiency of the proposed algorithm in determining joint angles, simulations are conducted on a

7-DOF PA-10 manipulator. The joint physical limits of this manipulator are presented in Table 1. The learning

rate of joint angle adaptation is 0.5 and the algorithm termination criterion is set on a least squares error of

10−6 .

Table 1. Joint angle and velocity of the PA-10 robot.

Joint velocity limits (rad/s) Joint angle limits (degrees) Joint number
±1 ±177 1
±1 ±91 2

±2 ±174 3

±2 ±137 4

±2π ±255 5

±2π ±165 6

±2π ±360 7

The first desired path is considered to be a straight line starting from point (–0.2, 0.2, 0) and ending

at point (0.4, 0.6, 0.5). Final configurations of the manipulator in Cartesian space under unconstrained and

constrained conditions are shown in Figures 1a and 1b, respectively.
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Figure 1. Final configurations of the robot while tracking the desired straight trajectory: a) unconstrained; b)

constrained.

Final joint angles are shown under unconstrained and constrained conditions in Figures 2a and 2b,

respectively. As seen in Figure 2a, the second joint angle deviates from its safe range at most points and from

the fourth joint angle at some points, while by implementing the proposed algorithm, all manipulator joints

remain in their safe ranges. Figures 3a and 3b show final angular velocity of the joints under unconstrained

and constrained conditions, respectively. As can be seen in the figure, angular velocities of joints 2 and 4

deviate from their safe ranges, while the proposed algorithm efficiently keeps them in their safe ranges, properly

implementing the redundancy resolution.
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Figure 2. Final joint angles of the robot: a) unconstrained; b) constrained.

Results show that the proposed algorithm in this paper can generate a constrained trajectory planning

in joint space of the manipulator so that high accuracy path tracking is carried out. The second trajectory is

considered a circular path for which the radius is equal to 0.4, the center is located at point (0.2, 0.2), and

the height is equal to 0.7. Figures 4a and 4b show the final configurations of the robot in unconstrained and
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Figure 3. Final joint velocities of the robot: a) unconstrained; b) constrained.

constrained conditions, respectively. In addition, using an unconstrained algorithm, the four first angles of the

robot have exceeded their velocity limitations (Figure 5a), while in the constrained process, all of the joints are

within their physical ranges. Therefore, we can conclude that our proposed algorithm is able to solve inverse

kinematics while considering physical joint limits.
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Figure 4. Final configurations of the robot while tracking the desired circular trajectory: a) unconstrained; b)

constrained.

6. Conclusion

This paper proposed a numerical method to determine the joint angular position of a 7-DOF redundant manip-

ulator subject to joint physical limits. The algorithm uses the active-set method for constrained optimization

to solve inverse kinematics. For each joint, two constraints are considered: the position limit and the velocity

limit. By decomposing the inverse kinematics problem to 7 joint level problems, appropriate angle deviation for

each joint is determined by solving the Kuhn–Tucker conditions. The proposed algorithm is simple and requires

few calculations.
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Figure 5. Final joint velocities of the robot: a) unconstrained; b) constrained.

Qualitative comparison of the proposed method to the Jacobian pseudoinverse [2], dual networks [14,17,18],

and neural networks [13] is given in Table 2. The proposed method has a lower computational time than the

method proposed by Toshani and Farrokhi [13] as both methods use nonlinear programming; however, the

proposed method does not require neural weights to be updated. In the same way, the proposed method has

the lowest number of parameters while the method of Toshani and Farrokhi has the advantage of independency

in terms of robot structure.

Table 2. Comparison of the different methods.

Method/feature
Jacobian Dual networks Neural

Proposed method
pseudoinverse [2] [14,17,18] networks [13]

Computational time Medium High Low Lowest
Stability analysis No Yes Yes Yes
Number of adjustable parameters High Low Low Lowest
Offline/online Online Online Online Online
Dependency to robot structure Yes Yes No Yes
Level of problem Velocity Velocity Position Velocity & position
Complexity Low Medium Medium Low

The proposed method is applied to a PA-10 robot and the tracking error of the end-effector shows the

high accuracy of the proposed approach. In other words, the proposed algorithm can efficiently determine

desired angular positions in the joint space of the robot while satisfying joint physical limits by properly setting

constraints as active or inactive.
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