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Abstract: Reactive power optimization (RPO) in a power system is a rudimentary necessity for the reduction of the loss

of power. For the requirement of a unity power factor in the RPO system, the reduction of the system losses is ensured.

The pivotal requirements of a power system are inclusive of a perfect compensation technique and methodology for stable

reactive power compensation. The proposed concept in this paper utilizes the different reactive power optimization

algorithms and performs a comparison. The process is accomplished by the use of IEEE 6-bus, 14-bus, and 30-bus

systems to test the optimization technique. The conclusive information reinforces the outperformance of the based

optimization algorithm to the other algorithm, thereby providing high stability to the system. The algorithm ensures

the confinement of the voltage profile of the system within the permissible limits.
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1. Introduction

The stark factor that has seized the attention of a large number of researchers is the concerns in reactive power

optimization (RPO) in a power system. In the necessity of the reduction of the system losses, the RPO is made

to work towards the improvement of the power factor of the system. Due to the unity power factor in the system,

the reduction of losses is obtained, resulting in the maintenance of stability in the system. The RPO is used for

the maintenance of stability and safe operating zone in the system in addition to reduction of power loss. For

the optimization of reactive power in a system, the optimization is done on the basis of the voltage profile of the

bus bar and power factor. By various optimization techniques the minimization of loss of power in a system is

achieved. Real power generation constraint and reactive power generation constraints are taken into account in

the reduction of the power loss. The quantity of reactive power depends on the phase shift between the voltage

and current wave. Reactive power improves voltage stability and avoids voltage collapse. By regulating the

reactive power, voltage stability, system efficiency, energy cost, and power losses of a power system network can

be controlled effectively. Over long distance power transmission, additional reactive power loss occurs due to

the large reactive impedance. To avoid excessive reactive power transmission and consumption, it should be as

close as possible to each other; if it is not compensated properly, then it will cause an inappropriate voltage

profile.
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2. Related works

A multitude of proposals for the compensation of reactive power in the system have been composed in various

papers. The utility of wind farms across the network with the New England 39-bus systems with 12 doubly fed

induction generators is studied. Assessment of voltage security parameters is performed. The comparison of the

loss of power and the reactive power generation of individual wind farms has been attained with and without the

imposition of voltage stability constraints on the OPF solution. The constrained OPF increased active power

losses in the network. Furthermore, the determination of the contribution to the reactive power by each wind

farm and the optimization on the basis of selectivity is completed for the evaluation of contributions towards

system active power losses by each individual wind farm [1]. Moreover, only by the use of wind farms with

the least contribution to system active power losses can a reduction in the number of reactive power optimized

wind farms be realized. There is another proposed solution applied for the multitude kinds of optimal reactive

power flow problems that are constrained in operation.

The constraints like power balance, line flow, and Vb limits are revealed by Aniruddha Bhattacharya et

al. [2] as the biogeography-based optimization (BBO) technique. The BBO technique for the global optimum

is done by two steps: migration and mutation. Active power loss is reduced by BBO to obtain solutions

for the optimal reactive power flow problems on standard IEEE 57-bus and IEEE 30-bus power systems. To

optimize the reactive power, an avant-garde proposal put forth by Su et al. [3] is the improved cloud particle

swarm optimization BP neural network [4]. It is easy to track the local minimum and the slow convergences

in the distribution network reactive power optimization are the functions in cloud particle swarm optimization

(CPSO).

The improvement of the cloud particle swarm optimization is done on the basis of cloud digital features,

and local search and global search with the foundations from the solution space transform are pooled. The

transference of the trial simulation was done in an IEEE 30-bus. The results of the simulation exhibit the
attainment of a better global solution by the employment of an improved algorithm that further led to the

acceleration and improvement of convergence speed and accuracy [5]. In an effort to achieve an evolutionary

technique for placement of flexible AC transmission systems (FACTS) devices in interconnected power systems

with an optimal approach [6], a genetic algorithm (GA) has been devised by Bhattacharyya et al. [7]. The

parallel immune particle swarm optimization (PIPSO) algorithm was proposed by Yuan et al. [8].

In parallel optimization with PSO and discrete PSO (DPSO), the convergence capability of the system

is improved. The efficient solution to the problem of local convergence is by the employment of the immune

operator; however, the reasonable solution to the problem posed by complex coding is with a mixture obtained

by the parallel optimization of discrete variables and continuous variables. Faster achievement of the convergence

effect and increased stability have been observed by the results obtained from the simulation of IEEE 14-bus,

IEEE 30-bus, and IEEE 118-bus systems, with parallel immune particle swarm optimization. It is also the

preferred solution in large-scale power system reactive power optimization.

In order to improve the performance of the optimization problem, hybrid soft computing techniques

have been proposed. In this respect, evolutionary programming and efficient particle swarm optimization (EP-

EPSO) may prove to be very effective in solving a nonlinear problem. EP-EPSO has advanced quality, better

optimal cost, and higher convergence rate [9]. Multiobjective functions assisted in the analysis of voltage control

methodology carried out by Liang et al. [10] and Zhao et al. [11]. However, the aforementioned algorithms lacks

in providing the best fit with respect to limited time duration. The work proposed here provides a comprehensive

comparison of a series of optimization techniques that provide RPO.
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3. Reactive power optimization

Minimization of the objective function given in Eq. (1) leads to better reactive power optimization [12]. Since

the RPO is a factor related to the voltage profile and cosine angle between the two voltage systems, the main

aim is to minimize the same [13].

3.1. Objective function

MinPL =
∑

GK

[
V 2
i + V 2

j − 2ViVj cos (αi− αj)
]

(1)

The number of lines in the given network is denoted by K. The minimization of the above function is imperiled

by a number of limitations [14]. Eq. (2) confers the power generation and demand limitation of the system.

0 = P gi − Pdi − Vi

∑
Vj(Gij cos θij +Bij sin θij) (2)

Eq. (3) elucidates the reactive power demand and reactive power generation by the compensator scheme in the

system.

0 = Qgi −Qdi − Vi

∑
Vj (Gij sin θij −Bij cos θij) (3)

Qci min < Qci < Qcimaxi∈nc

Qgi min < Qci < Qcimaxi∈ng

Tk min < Tk < Tkmaxk∈nt

Vi min < Vi < Vimaxi∈n

The system is considered to operate with the particular zone as given in Eq. (1).

4. Interactive artificial bee colony (IABC)

4.1. Flowchart for IABC algorithm

4.2. Constraints

In order to validate the proposed optimization techniques for the RPO problem, it is tested with 6-, 14-, and

30-bus systems. The performance of accuracy is compared using the following measures: control variable data,

voltage profile, real power loss, number of iterations, and CPU time. In general, the ABC algorithm affords

better results of the objective function. The relation between the employed bees is deliberated by the original

design of the employed bees [15]. The relationship between the employed bee and onlooker bee is selected by the

roulette wheel selection. Therefore, it is not strong enough to maximize the exploitation capacity, i.e. chance

of finding the food sources is minimum. An interactive ABC algorithm is anticipated based on the skeleton of

the ABC algorithm [16]. The flowchart for the proposed IABC algorithm is exemplified in Figure 1.

5. Simulation results and discussion

The algorithm is validated in an IEEE 14-bus system. The results produced by the proposed IABCO are

compared with the results of other optimization methods. Tables 1 and 2 give the control variables comparison

of the RPO problem for different approaches and also show that the minimum real power loss achieved by

IABCO is the least of all other methods, emphasizing its superior quality of solution.
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Figure 1. Flowchart for the proposed IABC algorithm.

Figures 2 and 3 elucidate the voltage profile compared among the different proposed approaches, namely

improved particle swarm optimization (IPSO), quantum particle swarm optimization (QPSO), artificial bee

colony optimization (ABCO), and interactive artificial bee colony optimization (IABCO) are shown using the

bar charts for every measure individually. Table 3 illustrates the comparison of the different methods for 30-bus

systems.
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Table 1. Comparison among different methods for 6-bus system.

ABCO IABCO
Control Classical Improved Quantum (Proposed (Proposed
variable PSO [17] PSO [18] PSO [19] method 1) method 2)
V1 1.07 1.02 0.97 1.05 1.07
V2 1.12 1.05 1.00 1.07 1.10
V3 0.97 1.00 1.00 1.02 1.05
V4 1.01 1.02 0.95 1.05 1.07
V5 1.00 1.00 0.97 1.02 1.05
V6 0.95 0.97 0.95 1.01 1.05
Q1 0.192 0.934 0.916 0.895 0.872
Q2 0.601 0.598 0.523 0.510 0.504
Q4 0.05 0.05 0.05 0.05 0.05
Q6 0.055 0.055 0.055 0.055 0.055
T65 0.9 0.9 0.95 0.9 0.9
T43 0.9 0.9 0.8 0.8 0.8
Ploss (MW) 8.17452 8.10955 8.02703 7.83640 7.40791

Table 2. Comparison among different methods for 14-bus system.

ABCO IABCO
Control Classical Improved Quantum (Proposed (Proposed
variable PSO [17] PSO [18] PSO [19] method 1) method 2)
V1 1.100 0.96 0.95 1.06 1.05
V2 1.087 0.96 0.96 1.03 1.05
V3 1.056 0.96 0.96 0.98 1.03
V6 1.046 0.94 0.94 1.05 1.05
V8 1.002 0.96 0.95 1.00 1.04
Q9 0.172 0.151 0.148 0.139 0.132
T56 0.957 1.013 0.985 0.979 0.960
T47 0.918 0.996 0.955 0.950 0.950
T49 1.027 1.033 1.020 1.014 1.007
Ploss (MW) 8.10706 7.05077 6.83213 5.92892 5.50031
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Figure 2. Voltage profile comparison chart of proposed techniques for 6-bus system.
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Figure 3. Voltage profile comparison chart of proposed techniques for 14-bus system.

IABCO is one of the intelligent random search optimization algorithms of evolutionary computing; the

results obtained with different random inputs may be different because different random inputs will generate

different random number sequences, and different random number sequences will lead to the artificial agents

searching in different locations in the solution space. This will lead to a global optimum solution for complex

problems. According to the results obtained by IABCO, ABCO, QPSO, IPSO, and PSO the performance of

the IABCO method used in the case study of IEEE 6-bus, 14-bus, and 30-bus systems has proved superior to

the earlier methods as illustrated in the comparison tables, and the IABCO method provides a global solution,

nourishing the constraints with very high probability with a tolerable computation time and improving the

quality of solution and convergence speed. From Tables 1–3 it is clear that the IABCO method has a better

optimal solution for power loss than the ABCO, QPSO, IPSO, and PSO methods. Computational results reveal

that the proposed technique is superior to the ABCO, QPSO, IPSO, and PSO approaches in computational

requirement.

Table 3. Comparison among different methods for 30-bus system.

ABCO IABCO
Control Classical Improved Quantum (Proposed (Proposed
variable PSO [17] PSO [18] PSO [19] method 1) method 2)
V1 1.03 1.01 1.01 1.08 1.13
V2 1.04 1.01 1.01 1.07 1.13
V5 1.05 1.03 1.03 1.06 1.13
V8 1.04 1.04 1.04 1.08 1.13
V11 1.06 1.07 1.07 1.10 1.14
V13 1.01 1.06 1.06 1.08 1.13
Q10 0.0428 0.0425 0.0406 0.0391 0.0385
Q24 0.0500 0.0500 0.0500 0.0500 0.0500
T11 0.9587 0.9514 0.9409 0.9397 0.9465
T12 1.0543 0.9758 0.9681 0.9624 0.9580
T15 1.0024 1.0006 1.0000 0.9831 0.9762
T36 0.9755 0.9809 0.9614 0.9509 0.9433
Ploss (MW) 5.09894 4.83205 4.66748 4.26950 4.01399
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In view of the excellence of the results and convergence speed gained, this method seems to be a hopeful

alternative approach for solving the RPO problem in practical power systems. The average number of iterations

to reach the optimum solutions is 30–40 in all the 50 experimental runs. The convergence characteristics of

the IPSO, QPSO, ABCO, and IABCO methods for IEEE 6-bus, 14-bus, and 30-bus systems are shown in

Figures 2–4 and Tables 1–3, respectively. Figures 5–7 illustrate the complexity analysis of the optimization

technique. The IABCO proposes minimal computational complexity when compared to other algorithms in the
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Figure 4. Voltage profile comparison chart of proposed techniques for 30-bus system.
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Figure 5. Power loss convergence characteristics of pro-

posed techniques for 6-bus system.

Figure 6. Power loss convergence characteristics of pro-

posed techniques for 14-bus system.

Table 4. Final state of Ward–Hale 6-bus system.

Variable IPSO QPSO ABCO IABCO
Voltage (p.u.) 0.97 0.95 1.01 1.05
No. of iterations 63 40 33 26
Time taken (s) 8.76 4.17 3.77 3.25
Power loss (MW) 8.10955 8.02703 7.83640 7.40791
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case of IEEE 6-bus, 14-bus, and 30-bus systems. Tables 4–6 provide the power loss of the system; the IABCO

algorithm provides better results when compared to the other algorithms. Table 4 illustrates the power loss

of the optimization techniques. The IABCO shows improved results when compared to the IPSO, QPSO, and

ABCO algorithms.
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Figure 7. Power loss convergence characteristics of proposed techniques for 30-bus system.

Table 5. Final state of IEEE 14-bus system.

Variable IPSO QPSO ABCO IABCO

Voltage (p.u.) 0.97 0.97 1.04 1.05

No. of iterations 71 48 37 29

Time taken (s) 9.02 4.52 3.97 3.46

Power loss (MW) 7.05077 6.83213 5.92892 5.50031

Table 6. Final state of IEEE 30-bus system.

Variable IPSO QPSO ABCO IABCO

Voltage (p.u.) 1.02 0.97 1.11 1.15

No. of iterations 73 49 37 30

Time taken (s) 21.79 18.25 14.33 12.54

Power loss (MW) 4.83205 4.66748 4.26950 4.01399

6. Conclusion

Graphical illustrations and a multitude of optimization methods have been used to solve RPO problems, and

the analysis and comparison performed on this basis. They have been carried out with the iterations of the

power loss in MW and voltage profile in p.u. To obtain reactive power optimization the implementation of

algorithms has been carried out on the IEEE 6-bus, 14-bus, and 30-bus systems. IABCO was one among

various optimization methods that produces better results. Maintenance of voltage profile, reduction of power

loss, and optimization of reactive power have been facilitated by the algorithm. Comparison was done on the

results obtained from IPSO, QPSO, ABCO, and IABCO. In IABCO, the particle was made to perform studies

on every other individual particle considered in the system and also on itself.
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