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Abstract: Listening to the sounds made by the lungs is a long-standing method that is still used to diagnose lung

diseases. Many studies have been conducted on the automatic recognition of recorded sounds from the lungs. However,

in these studies, respiratory cycles, i.e. inhalations followed by exhalations, were either monitored manually or by using

multichannel signals of the sounds made by the lungs. In order to recognize sounds made by the lungs automatically, one

must first use these sounds to determine the respiratory cycles. Our previous study was the first study presented in the

literature in which the boundaries of respiratory cycles were determined based on single-channel sounds from the lungs.

However, this method was not successful when ambient noise occurred and interfered with the sounds from the lungs.

In the present study, a new method has been developed in which important changes were made to reduce or negate

the effects of ambient noises. Our proposed new method includes a processing method that we developed to obtain

respiratory cycles as smooth, repetitive patterns. Then the dynamic time-warping algorithm was used to determine the

boundaries of the respiratory cycles, based on the similarity of the patterns. This new method was used to detect the

seven sounds that are commonly made by the lung. As a result, the limits of the respiratory cycles were obtained with

a mean absolute error of 56.51 ms. In addition, the method we developed has the potential to determine the boundaries

of the patterns in signals that contain repetitive data, such as the sounds made by the lungs in this study.
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1. Introduction

Auscultation is the process of using a stethoscope to listen to the sounds that emanate from within the human

body, including sounds from the heart, lungs, and gastrointestinal tract. Since Laënnec invented the stethoscope

in 1816, this instrument has undergone very little change. The modern stethoscope was modernized by David

Litmann in 1960 [1]. Today, sounds from the lungs can be recorded with electronic stethoscopes and transferred

to a computer for detailed analysis. The professional that interprets sounds from the lungs during auscultation

must have good hearing and expertise in using the process. Current electronic stethoscopes can detect low-

frequency sounds that are difficult for the human ear to detect. Many studies have been conducted on the

automatic detection of sounds from the lungs; however, the results of these studies cannot be compared due to

several limitations, including lack of a common data set, presence of sounds other than sounds from the lungs,

and use of different standards for acquiring and analyzing the sounds [2,3].

Sounds from the lungs naturally have complex structures, because the passage of gases through the

respiratory system causes the walls of the airways to vibrate [4]. Thus, the variety of sounds emanating from
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the lungs and the boundary points of respiratory cycles cannot be detected adequately with the methods of

conventional zero-crossing and energy-thresholding that are used to detect voice zones [2]. Researchers have

tried to detect the boundary points of respiratory cycles by using different types of signals such as sounds

from the trachea [5], sounds of flowing air [6], placing a microphone on the side of the nose to detect sounds

[7], obtaining a photoplethysmogram [8], and obtaining a signal from a piezoresistive belt sensor [9]. In these

studies, different data were considered to improve the detection of the boundary points of respiratory cycles

or breathing frequencies. Additionally, several studies have defined the boundary points of respiratory cycles

based on different signals that were recorded simultaneously for different sounds from the lungs. Various sound

signals have been used in studies with healthy individuals, which were recorded at the same time as sounds from

the lungs. These nonlung sound signals included signals from the trachea [10], signals from a microphone placed

on the side of the nose [11], and signals due to chest movements recorded with a smartphone camera [12]. For

people with sleep apnea, sound signals from the lungs and the trachea have been recorded simultaneously [13],

and airflow signals were obtained from a group of healthy people, a group with abnormal breathing [14], and a

group with asthma [15]. These studies had to acquire multichannel data to detect respiratory cycles using the

sounds from the lungs. Since acquiring multichannel data requires both time and effort, it is a bit more complex

than auscultation, which is a relatively simple process. Therefore, it is necessary to focus on single-channel

sounds from the lungs that can be used by physicians to detect respiratory cycles.

Few studies have used single-channel sounds from the lungs. Mondal et al. [4] detected the boundary

points of respiratory cycles using single-channel sounds from the lungs obtained from a group of people, some of

whom could breathe normally and some of whom had chronic obstructive pulmonary disease. The researchers

attempted to obtain a complete respiratory cycle based on the sound data from multiple breaths by using

an algorithm that was based on the Hilbert transform. Le Cam et al. [16] proposed a statistical method to

perceive the respiratory phase from the sounds made by the lungs of healthy people, but they failed to provide

information about the method they used to record the sounds. To the best of our knowledge, our previous

work [2] was the first to determine the limits of respiratory cycles from single-channel recorded sounds from the

lungs. However, the success of the method was diminished by the extraneous peaks caused by the noise. In this

study, significant changes are made to the previous method in order to automatically detect the boundaries of

the breath cycle from the sounds made by the lungs in the presence of noise. In addition, the entire process that

is used in our new method is presented in detail. The first part of the process, i.e. the preprocessing method,

described in Section 2.2, is developed to obtain respiratory patterns as repetitive patterns and is applied to the

sounds from the lungs. The second part of the process, described in Section 2.3, was developed to identify the

boundaries of the patterns that represent the respiratory cycles and compare the similarities of these patterns

in the dynamic time warping (DTW) algorithm. Unlike our previous method, the Hamming window function

is used in the preprocessing step, instead of the triangle window function, to obtain more accurate boundaries

of the respiratory cycles. In addition, in our new method, the amplitudes of the sounds are normalized in each

pattern selected for comparison using the DTW algorithm. Thus, the results of the comparisons of similar

patterns were affected less by differences in the amplitudes. Another important difference is that, in our

previous method, we compared the points in the Ns number of points selected in the DTW algorithm instead

of comparing the minimum and maximum points of the pattern selected from the preprocessed signal. Thus,

it was ensured that the peaks caused by noise had less effect on the success of the method. The performance

of our new method is evaluated with many common sounds, including the wheezing sound, healthy breathing

sounds, fine crackle sounds, and coarse crackle sounds, as well as rhonchi, pleural friction rub, and bronchial
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breathing sounds. Additionally, the performance is analyzed with additive white Gaussian noise (AWGN) to

the fine crackle sound from the lungs, because fine crackle sound is more prone to deterioration with noise. The

results of the method are compared with the boundaries of patterns that have been determined manually by

physicians.

2. Materials and methods

For the implementation of the method, the original signal and an exact copy of the original signal are needed.

Therefore, a copy of the original signal was used to determine the boundaries of the respiratory cycles in the

sounds from the lungs. The aim here was to ensure that the methods that result in data losses when applied to

the original signal can be applied successfully to a copy of the signal. The boundaries of the respiratory cycles

determined in the copy of the signal were the same as the boundaries of the respiratory cycles in the original

signal. With the proposed method, respiratory cycles can be determined automatically from single-channel

sounds from the lungs. Thus, real-time applications can be realized. In our proposed method, the preprocessing

method described in Section 2.2 was developed to obtain respiratory cycles as smooth, recurring patterns. Since

each repetitive pattern represents a respiratory cycle, the boundaries between these patterns are concurrently

the boundaries of the respiratory cycle. A new algorithm was developed using the similarity of the patterns

and the DTW algorithm to determine the boundary points of the repetitive patterns, and this algorithm is

presented in Section 2.3.

2.1. Sounds from the lungs and data collection

The American Thoracic Society has classified commonly heard sounds from lungs as healthy sounds, fine crackles,

coarse crackles, wheezing, and rhonchus [1]. In our study, we recorded seven different sounds, i.e. the five

sounds mentioned above, bronchial breathing sound, and pleural friction rub. The study was conducted with

the approval of the Research Ethics Committee, Karadeniz Technical University. We used a single-channel

electronic stethoscope (Thinklabs ds32a+) that had a digital sound recorder connected to its analogue output.

Recordings were made in accordance with the auscultation procedure in a hospital environment with ambient

noise. Each record contains a minimum of three respiratory cycles. All the recordings were obtained from

patients at the Department of Chest Diseases, Karadeniz Technical University. The sounds were recorded by

two specialists and were labeled with the decision they agreed on. Recordings were taken from three different

individuals for each sound type. That is, lung sound recordings were taken from 21 different individuals in total

for each sound type.

2.2. Preprocessing

In order to obtain the spectrogram in the preprocessing, we first applied Fourier transform to the signal. Let

x [n] be a discrete signal of length N and w [n] a windowing function (Hamming window here) of the same

length. Then, the N -point, windowed, discrete Fourier transform of x [n] is

X [n, k] =

∞∑
m=−∞

x [m]w [n−m] e−
j2πkm

N , (1)

where j is the square root of –1, n = 0, . . . , N and k = 0, . . . , N − 1.

w [n] =

{
0.54− 0.46 cos

(
2πn
Nw

)
, 0 ≤ n ≤ Nw − 1

0, Nw − 1 < n < 0
(2)
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The Hamming window, w [n] (given in Eq. (2)), is assumed to be nonzero only in an interval with length Nw ,

and is referred to as the analysis window. Consider sliding the w [n] along with L samples, rather than one

sample at a time, and a matrix will be obtained that is called the spectrogram of x [n] . After calculating the

spectrogram, the next step is the calculation of the mean energy (Eq. 3) over the X [n, k] between fL (80 Hz)

and fH (1000 Hz).

p [n] =
1

fH − fL

f∑
i=fLH

|X [n, i]|2 (3)

For example, in the p[n] signal in Figure 1, there is a noise effect between the two respiratory cycles (outlined

with a yellow frame). In order to prevent this type of disruption and have a smoother energy distribution graph,

the band-passed mean energy, p [n] , is smoothed with the smoothing function presented in [17]:

Figure 1. From top to bottom: waveform, spectrogram, and bandpass filtered mean energy with smoothed version of

a pleural friction rub sound.

Xs [n] = smooth (p [n]) (4)

The smoothed energy signal contains local minimum points that may be represented as the boundary points of

respiratory cycles. Local minimum points are calculated from the roots of the first derivative of Xs[n] , where

the second derivative is positive:

min Ind [j] =
dXs[n]

dn
= 0, where

d2Xs[n]

dn2
> 0 (5)
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2.3. Identification of boundary points from repetitive patterns

Figure 1 shows the preprocessing using a pleural friction rub sound. When the Xs [n] signal, obtained after the

preprocessing, is examined, the respiratory cycles appear as repetitive, smooth patterns with two peaks. The

boundary points of the respiratory cycles correspond to the minimum points of these patterns. Our proposed

method takes advantage of the minimum points of the Xs [n] signal and the similarity of the respiratory cycles

to determine the boundary points.

The first step is the determination of model (Mi [n]) and test patterns (Ti,p [n]) , which separately

represent the respiratory cycles. As an example of the process of obtaining the boundaries of the respiratory

cycle, Figure 2 shows the determination phase of the model, the test patterns, and the corresponding indices.

Figure 2. Process of determining a model pattern and test patterns.

The boundaries of all possible model and test patterns are selected from the min Ind obtained in Eq. (5).

If the lower and upper bounds of the ith model are expressed as bM i
L and bM i

U , respectively, the upper and

lower bounds of the model can be selected in the range 1 ≤ bM i
L ≤ bM i

U ≤ 2Lmax . A pattern that represents a

respiratory cycle and can be selected as a model must be in this range. A value of Lmax should be selected that

is larger than the longest possible respiratory cycle, i.e. Lmax = 5.5 s in this study. The length of the selected

model pattern should be in the range of Lmin ≤ bM i
U − bM i

L ≤ Lmax . This limitation is necessary to reduce

the complexity of the process by controlling the possible lengths of the model pattern. The selected value of

Lmin should be shorter than the shortest possible respiratory cycle, i.e. Lmin = 1.25 s in this study. Taking all

these conditions into consideration, for the ith model the lower boundary index, bM i
L , is calculated from the

following function:

f
(
bM i

L

)
=

{
min Ind [1] , i = 1

bM i−1
U , i > 1

(6)

The ith model’s upper limit, bM i
U , is determined within the above limits, depending on the value of bM i

L .

Thus, samples of the signal Xs [n] in the range bM i
L ≤ n ≤ bM i

U are determined as model patterns. However,

since there will be a large number of samples in the selected range, the process of comparing similarities in the

DTW algorithm is complex. In order to reduce the complexity of the process, Ns numbers of evenly distributed

samples are taken from the model in a process known as decimation. Here number Ns was chosen to be at

least twice the maximum frequency of the Xs [n]signal, in accordance with the sampling theory. Then the

amplitudes of these samples were normalized to prevent the DTW algorithm from producing incorrect results
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because of the differences in the amplitudes between the patterns. Once the lower bound, bM i
L , and upper

bound, bM i
U , of the model have been determined, the coefficients that represent the ithmodel are calculated

from the following equation with n = 1, . . . , Ns ;

Mi [n] =
Xs

(
round

(
bM i

L + n
(

bMi
U−bMi

L

Ns−1

)))
Xi

sm

, (7)

where Xi
sm is the maximum of the amplitude values between the bM i

U and bM i
L indices of the Xs . The next

step is to specify test pattern samples to be compared with Mi [n] . Each test pattern (Ti,p [n]) is selected from

subtest patterns (tp,r [n]) that have the same lower bound. The lower bound of the first test pattern, (btp,rL ), to

be determined after the model pattern, will be equal to the upper bound of that model (bM i
U ). By keeping btp,rL

constant, r numbers of subtest patterns that match the Lmin ≤ btp,rU − btp,rL ≤ Lmax condition are determined.

Additionally, amplitude normalization is performed for each subtest pattern in the same manner as the model

pattern, and Ns samples are selected from each pattern. Then these samples are compared with Mi [n] in

the DTW algorithm. The subtest pattern with the smallest value obtained from DTW is determined as the

first test pattern Ti,p [n] after the model. The next step is to identify a new test pattern that is similar to the

model pattern selected previously. To do so, the index of the upper bound of the last test pattern determined

is considered to be the index of the lower bound of the new test pattern, and the same operation continues

until the end of the Xs [n] signal, as long as the conditions stated before are satisfied. The indices of the lower

limit of the subtest patterns (tp,r [n]) , which are selected to determine the pth test pattern of the ith model

(Ti,p [n]) , are calculated as follows:

f (btp,rL ) =

{
bM i

U , p = 1

bti,p−1
L , p > 1

, (8)

where r is the number of subtest patterns. After the upper bound index of the r th test pattern is determined

according to the Lmin ≤ btp,rU − btp,rL ≤ Lmax condition, the r th test pattern to be formed to determine the pth

test pattern candidate is calculated with the following equation:

tp,r [n] =
Xs

(
round

(
btiL + n

(
btiU−btiL
Ns−1

)))
Xi

st

, (9)

where Xi
st is the maximum amplitude value between the btiU and btiL indices of Xs . The determined r number

of the subtest patterns is compared with Mi [n] using the DTW algorithm. Then the boundaries of the subtest

pattern with the minimum comparison results are determined as the upper and lower bounds (bT i,p
L , bT i,p

U ) of

the first test pattern, Ti,p [n] .

The next step is to determine a new test pattern that is similar to the model we selected. The upper

boundary index of the last test pattern is considered as the lower boundary index of the new test pattern to

be determined, and the same operations continue until the end of the Xs [n] signal, as long as the conditions

are satisfied. The same process is repeated for the next model to be identified. After the indices of all possible

models and test patterns have been determined, the mean DTW comparison results of all the test patterns,

determined to resemble the model pattern, are calculated. Among all the models, the limits of the model with

the lowest mean DTW and its test patterns are considered to be the limits of the lungs’ respiratory cycles.

16



ARAS et al./Turk J Elec Eng & Comp Sci

2.4. Dynamic time warping

With the DTW method, the closest elements of the vectors are matched to each other, ensuring that the sum

of the distances can be kept at the smallest possible value. Taking an equal number of samples with equal

intervals from the patterns defined as a model provides the data that were compared in the DTW algorithm.

If we define the data obtained from the model and the test patterns as (m1, . . . ,mM ) and (t1, . . . , tN ) vectors,

respectively, the distance between these two vectors D(MN) with the DTW algorithm is calculated as follows

[18]:

D (i, j) = min


D (i, j − 1)

D (i− 1, j)

D (i− 1, j − 1)

+ d (mi + tj) , (10)

where M = N = Ns is the number of samples taken from the model and the test pattern with equal intervals,

i = 1, . . . ,M , and j = 1, . . . , N . In the equation above, d(mt)is the local distance function and is calculated

with Eq. (11):

d (m, t) =

√∑
i
(mi + ti)

2
(11)

A flow chart that summarizes our proposed method is presented in Figure 3.

3. Results and discussion

The method we developed to determine the boundaries of the respiratory cycles of single-channel sounds from

lungs was applied to the entire data set. The results obtained for seven different sounds from lungs are presented

in Figure 4.

In Figure 4, the red dots represent the lower and upper boundary points of the respiratory cycles that

were obtained with the proposed method. The magenta vertical lines represent the boundaries of the respiratory

cycles determined by physicians. The results in Figure 3 indicate that the bounds determined with our proposed

method are very close to the boundaries set by the physicians. In addition, the physicians listened to the

respiratory cycles between the boundary points determined by our method and concluded that they were

appropriate. For another perspective, the proposed method and the results of the bounds determined by the

physicians are compared statistically in the Table.

Furthermore, Figure 4 shows the effect of the amplitude normalization applied to each pattern to minimize

the effect of the amplitude differences of the patterns. In our previous method, the minimum and maximum

peaks were used to compare the similarities of the models. In the proposed method, equal numbers of samples

from normalized patterns were compared and the success rate was increased. A suitable example of this is shown

in the sixth respiration pattern of rhonchi in Figure 4. Although these patterns have different numbers of peaks,

our proposed method determined the boundary points successfully. In addition, the fact that the respiratory

cycles determined by our method were accepted by the physicians is a factor that supports the success of the

proposed method.

The statistical results of the proposed method are presented in the Table, and can be used to evaluate

the success of the proposed method from another perspective.

The duration of a respiratory cycle depends on the type of disease the patient has, and this is reflected in

the average duration of the respiratory cycles. Wheezing is a sound that occurs in the lungs as a result of the

restricted movement of air caused by the constriction of the small airways in the lungs. Therefore, wheezing has

17



ARAS et al./Turk J Elec Eng & Comp Sci

Figure 3. Flow chart of the proposed method.

the highest mean duration in the respiratory cycle (3510.82 ms). Obtaining low duration values of the mean

absolute error shows the success of our proposed method. The bronchial breathing sound is the sound heard

due to the accumulation of fluid in the lungs. As the respiratory quality decreases due to the accumulated fluid,

the patient must breathe more frequently. Therefore, bronchial breathing sound has the shortest duration of

the mean respiratory cycle (2033.97 ms).

When we examined the means of all our results, the mean duration of all respiratory cycles was 2677.43

ms, and the mean absolute error of the durations was approximately 120 ms. When these two values were

compared, the mean absolute error of the durations was approximately 4.4% of the mean duration of the

respiratory cycles. This value is a very important factor in measuring the success of our proposed method,

because the loss of data was quite low compared to the entire breathing cycle. In addition, the mean absolute
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Figure 4. Results of the proposed method on seven different lung sounds.

Table. Statistical comparisons of respiratory boundary points defined manually and automatically.

Lung sound type

Mean Standard Mean Standard

respiratory deviation of absolute deviation of

cycles respiratory errors absolute error

(ms) cycles (ms) (ms) (ms)

Pleural friction rub 2355.79 100.14 105.06 55.43

Fine crackle 2738.73 75.85 88.32 65.70

Coarse crackle 2245.58 184.39 125.43 62.06

Rhonchi 3437.23 304.32 130.86 81.20

Bronchial breathing 2033.97 143.11 72.43 25.22

Wheeze 3510.82 289.96 180.60 58.39

Healthy 2419.90 358.76 128.29 47.54

Mean of results 2677.43 208.08 118.71 56.51

error rates vary between 3.2% and 5.6%. It is possible to say that these error rates are within acceptable

limits for the automatic respiratory cycle detection applications, when the measuring errors, which may occur

at manual respiratory cycle boundary determination by physicians, are taken into consideration.

The standard deviation of the absolute error rates may appear higher than expected for the mean values.

However, it is reasonable that the standard deviations would be higher than expected, because the results of our

method were evaluated according to the boundaries set by the physicians. Their boundaries took into account

that the duration between breathing cycles is short for some types of sounds from the lungs and long for other

types of sounds. Thus, the small shifts at the boundary points determined by the physicians resulted in an

increase in the standard deviation.

19



ARAS et al./Turk J Elec Eng & Comp Sci

Figure 5 compares the results of our previous work with the results of the proposed method, based on an

example of a fine crackle sound from the lungs.
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Figure 5. Comparison of our earlier method and the proposed method.

The red dots show the boundaries set by the methods. Due to the extra peaks, shifts occurred at the

boundary points that had been determined with our previous method. Our proposed method determined the

boundary points appropriately, even though there were different amplitudes and extra peaks. The performance

of the method in the presence of noise was tested with AWGN noise added to the signal (signal-to-noise ratios

of 3 and 5 dB). These results are shown at the bottom of Figure 5. Even though it was very difficult to hear

the sounds of respiration due to the added noise, and despite the distortions in the patterns, the results showed

that the proposed method had a high ability to determine the boundaries.

Many previous studies for determining the breathing cycles were performed in multichannel mode. Since

our proposed study was developed for single-channel sounds from the lungs, it would be more appropriate to

compare the results with the results of studies using a single-channel acoustic signal. In an outstanding work in

this area, Jin et al. [19] recorded tracheal breath sounds from 7 healthy individuals and 14 airway obstruction

individuals (unspecified voice types). Using the phase shift difference information method, 98.07% accuracy

was obtained. Yadollahi et al. [20] used a linear model based on the entropy of the tracheal voice for the data

they received from 10 healthy individuals. They reported that this entropy-based model followed the tracheal

voice change with a 9% error. In our proposed study, it was not necessary to record sounds from the lungs in a

specific area, such as the trachea, which means that it is not important what kind of sounds from the lungs are

recorded or where. This is another positive contribution of our method, namely that sounds from the lungs only

need to be recorded from appropriate regions according to the auscultation procedure. Our method has yielded

quite successful results on seven commonly encountered sounds from the lungs. This shows the potential of this

method to be successful in all types of sounds from the lungs.
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4. Conclusion

In this study, we proposed a method that automatically determines the limits of respiratory cycles for all types

of sounds from the lungs without requiring manual user interaction. The most important feature of this method

is being fully automatic. Another important feature, which distinguishes this method from other studies, is

that it was applied successfully to single-channel sounds from lungs. This was possible because auscultation

is essentially a one-channel process. Since the proposed method can determine respiratory cycles successfully,

each of the automatically determined respiratory cycles can be used for training or as test data in classification

studies. This gives us the opportunity to work with fully automated recognition of single-channel sounds from

the lungs, which is a significant benefit provided by our proposed method. Moreover, the method has the

potential to be applied successfully to each type of signal in which repetitive patterns occur. However, for

real-time applications, studies should be conducted to determine the Lmin and Lmax parameters dynamically.

Our future studies will include offline classification studies for the automatic detection of sounds from
lungs. Studies will be conducted to develop algorithms that can extract and classify features, thereby achieving

the automatic determination of the training and test clusters. The successful results obtained from these studies

will be followed by studies designed to provide real-time recognition of sounds from the lungs.
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