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Abstract: For the problems of insider threats such as great harm due to damage and resultant loss, difficulty in

extracting abnormal behavior features of insiders because of transparency and concealment, and low detection rate, an

insider threat detection model using adaptive optimization DBN for behavior logs is put forward. The model carries out

deep learning based on the integrated and normalized behavior logs to fully learn normal and abnormal behavior features

of insiders to form optimal representations of the behavior features of insiders. The experimental results show that the

multiple-hidden-layer deep learning model can fully learn the behavior features of insiders, improving the detection rate

of insider threat. Particularly, the adaptive optimization method of the golden section is better than that using the

dichotomy method, which can increase the threat detection rate of the DBN model to 97.872%, with more significant

advantages.
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1. Introduction

Insider threats pose great harm and severe situations, and their damage and resultant losses are as serious as

those of outsider security incidents. Unfortunately, it seems that every organization and company must address

potential insider threats. Although the number of malicious insiders is assumed to be quite small, the security

risks and financial damage they can cause to their employers, and at times to society, is substantial [1]. Surveys

such as the e-crime watch survey reveal that current or former employees and contractors are the second greatest

security threat, exceeded only by hackers, and that the number of security incidents has increased geometrically

in recent years [2]. Hence, the problem of insider threat has gained increasing attention in the computer science

community as well as government and industry [3].

Insider threats come from internal users, which feature transparency, concealment, high risk, etc., making

it difficult to detect and prevent them. Especially with the rapid development of cloud computing, big data,

and other technologies, a large amount of data is stored in the cloud or data centers, which potentially leads to

more leakage of user data, thereby further increasing the harmfulness of the insider threats. Therefore, in order

to reduce the loss caused by insider threats, research and detection of insider threats have become two of the

most important research hotspots in the field of information security.

Fortunately, the development of deep learning provides an opportunity for insider threat detection.

Through building up a hierarchical model structure similar to the human brain, deep leaning extracts the

features of the input data step by step from the bottom to the top level, thus establishing a mapping relation

from the bottom signal to the top-level semantics. Deep learning has been applied in many fields, such as image
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recognition, speech recognition, and video recognition. Similarly, deep learning has also been applied in the

field of information security [4,5], which improves the detection rate of security incidents and reduces economic

losses. Moreover, it has also been applied in the field of insider threat detection [6], but its application there

is relatively limited compared with other fields. Furthermore, optimization theory, like dichotomy (dividing an

interval into two equal subintervals and gradually reducing the number of hidden nodes) and golden section

(dividing an interval into two unequal subintervals where the ratio of the greater part to the whole part is

equal to that of the smaller part to the greater part, which is 0.618), provides a good theoretical basis for the

optimization of network structure construction [7]. In view of the advantages of deep leaning with sufficient

learning features and a relatively high detection rate, this paper adopts a deep network structure to learn

the behaviors of insiders, which can learn both the essence of normal behaviors and abnormal behaviors, fully

characterizing the rich internal information of the data, to form an adaptive optimization DBN (deep belief net)

model for insider threat detection, adaptively selecting the optimal network structure for threat detection and

providing the rate of the insider threat detection as much as possible.

The main contribution of the paper is to apply a deep learning model to insider threat detection, which

can optimize the network structure of the DBN adaptively, thus improving the threat detection rate. First

it studies the behavior logs of insiders, extracts the characteristics of the behaviors, and conducts integration

and normalization; second, it studies the deep learning network model DBN; third, it analyzes a method

using the deep learning network model DBN for threat detection; and finally it carries out experiments on the

Computer Emergency Response Team-Insider Threat (CERT-IT) dataset and discusses the selection of batch

size, restricted Boltzmann machine (RBM) iterations, the number of units in hidden layers, and the depth of

hidden layer, using the dichotomy method and golden section method with regard to three aspects, i.e. the true

negative rate, the true positive rate, and the accuracy rate, and makes a comparison between the dichotomy

method and the golden section method.

This paper is organized as follows: the second part studies the technologies related to insider threat

detection, the third part analyzes the network model DBN for deep learning, the fourth part designs the insider

threat detection model for adaptive optimization DBN, the fifth part carries out experiments on the adaptive

optimization DBN model and analyzes the experimental results, and the sixth part presents the conclusion and

next steps for research work.

2. Deep learning models

There are various types of deep learning models [8], such as the convolutional neural network (CNN) [9], DBN

[10,11], and stacked autoencoder (SAE) [12]. The CNN is a supervised learning model, while DBN and SAE

are unsupervised learning models. This paper focuses on the research of the unsupervised deep learning model

DBN.

The DBN network model includes multiple RBM layers [13] and a backpropagation (BP) network layer,

as shown in Figure 1. The basic concept of the DBN network model is that each network layer performs the

feature learning by using the unsupervised method; based on the previous training, each layer is trained by

using the unsupervised learning method and the training results are adopted as the input of the next layer;

and, finally, the entire network is fine-tuned by using the supervised training, making the input and output of

the model as similar as possible.

The essence of deep learning using the DBN network model is to fully learn the features by training the

parameters of the network structure, and the core is the RBM structure, which is shown in Figure 2.
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Figure 1. DBN model. Figure 2. RBM structure.

The structure of the RBM consists of two parts: a visible layer (v) and a hidden layer (h). Nodes of the

same layer are not connected, while the nodes between the two layers are connected with each other, and the

joint probability distribution P(v,h) satisfies the Boltzmann distribution. Therefore, the visible layer and the

hidden layer of the RBM structure can be represented by each other. Given the hidden layer, the probability of

the visible layer P(v |h) is represented by Eqs. (1) and (2); given the visible layer, the probability of the hidden

layer P(h |v) is represented by Eqs. (3) and (4).

P (v|h) =
∏
i

P (vi|h) (1)

P (vi = 1|h) = 1

1 + exp(−
∑

j wijhj − ci)
(2)

P (h|v) =
∏
j

P (hj |v) (3)

P (hj = 1|v) = 1

1 + exp(−
∑

i wijvi − bj)
(4)

Here, b is the bias of the visible layer, c is the bias of the hidden layer, and the activation function is a sigma

function.

The training process of the DBN model is to continuously update the weight parameter θ = {w1, w2, ..., b1,

b2, ..., c1, c2, ...} to make the joint probability distribution P(v,h) of the visible layer vector v and the hidden layer

vector h maximum [14], and then the slope ∂ logP (v,h)
∂θ of the joint probability distribution can be calculated.

The updating formula of the weight parameters θ is:

θτ+1 = θτ + η
∂ logP (v, h)

∂θ
|θτ (5)
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Here, τ and η represent the number of iterations and the learning rate in the RBM training process, respectively.

According to the rules of contrastive divergence (CD) [15], the calculation formulas of each component

of the parameter θ are as follows.

wτ+1 = wτ + η(< vihj >data − < vihj >confabulation) (6)

bτ+1 = bτ + η(< vi >data − < vi >confabulation) (7)

cτ+1 = cτ + η(< hj >data − < hj >confabulation) (8)

Here, the subscript “data” refers to the original data and the subscript “confabulation” refers to the data

calculated by using the network model.

3. Insider threat detection of adaptive optimization DBN

3.1. Insider threat detection process of adaptive optimization DBN

There are 4 stages of insider threat detection based on the adaptive optimization DBN, which are insider behavior

log collection, insider behavior log preprocessing, deep learning of insider behavior features, and insider behavior

log classification. The first stage is to collect the original logs of the insiders. Since these original logs exist in the

form of information, they need to be preprocessed and transformed into a standard and processable numerical

form. The preprocessed data are used as the input of the deep learning model. The deep learning model fully

learns the input data features by adjusting the network weights and finally outputs the feature expression of

the data as the classification evidence for the fourth stage.

(1) Insider threat detection preprocess of adaptive optimization DBN

The task in this stage is to transform the original logs in the form of information into a standardized and

processable numerical form, thereby providing the raw material for deep learning in the next stage. This

stage mainly includes log integration and log normalization.

1) Log integration: the behavior logs of insiders are recorded in different logs according to different types

of the behaviors. However, a threat is often caused by a combination of various types of behaviors.

Therefore, the behavior logs of insiders need to be integrated according to the type of the behavior

classification. The behavior logs of the insiders are mostly recorded with a 4-tuple format, which

includes the time of the occurrence of the behaviors, the subject of the behaviors, the host that

produces the behaviors, and the specific behaviors. The first 3 items are common items to all types

of logs, which are easy to integrate, while the specific behaviors of the fourth item will be different

according to the type of behaviors, which are more difficult to integrate. Therefore, the original log

data are integrated by adopting a method based on the type of behaviors, which is defined as follows:

suppose that n types of logs b1 , b2 , ... bn of the insider are recorded in an organization, and for any

type of behavior bi , the item will be 0 if it is not this type of behavior; otherwise, it is a specific value

for that type of behavior. Thus, if n types of logs of the insiders are recorded in an organization, the

behavior logs of the insiders in the organization can be represented by n+3 tuple after integration,

and each record of each type of the original log can be mapped to the integrated n+ 3 tuple.
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2) Log normalization: it is necessary to normalize the data when using the deep learning model to perform

feature learning. In this paper, the 1/N code discretization method is used for normalization. For

the 1/N code discretization method, if an attribute value is N, the attribute can be represented by a

vector containing N binary values, wherein an exclusive element representing the type of the attribute

value is set to 1 and the values of other elements are all 0. Normalization will bring convenience to

the data processing in the next stage and it also guarantee the quick convergence of the deep learning

model.

3) Adaptive optimization deep learning of the features of the insider behaviors

The normalized data are formed after the preprocessing of the behavior logs of the insiders, on which

the deep network structure is adopted to train the behaviors of the insiders, so as to fully study the

normal behaviors and abnormal behaviors of the insiders. The unsupervised learning model DBN is

adopted for training. The DBN network model carries out the pretraining on a network structure with

multiple RBM hidden layers by using the activation function of sigma and the CD rules, and then it

carries out the reverse propagation by using the BP neural network so as to fine-tune the parameters

of network structure to form an optimized DBN model.

(2) Classification of insider threat detection for adaptive optimization DBN

An optimized network model is formed after the deep learning of the behaviors of the insiders, which allows

for the classification of the behaviors of the insiders. There are two kinds of classification for the deep

learning, i.e. biclassification and multiclassification. Generally, biclassification uses the sigma function,

while multiclassification uses the softmax function. Assuming that the number of classifications is k, the

softmax function is as follows.

fj(z) =
ezj∑
k e

zk
(9)

Here, f j is the probability that the classification result is j (if one of the f j is greater than the other f, the

behavior is considered as the corresponding classification.), and the sum of the probability satisfying all

the classification results is 1, i.e.: ∑
k
fk(z) =

∑
k e

zk∑
k e

zk
= 1 (10)

In this paper, the behaviors of insiders are classified into 6 categories. One is normal behavior, and the

others are abnormal behaviors in 5 scenarios. Therefore, it belongs to the multiclassification category and

uses the softmax function.

3.2. Algorithm flow of insider threat detection for adaptive optimization DBN

The insider threat detection for adaptive optimization DBN by using behavior logs can select a global optimal

network structure adaptively according to the dataset. Assuming that the number of nodes in the input layer

is input, the number of nodes in the output layer is output, the optimal result set is results, the DBN network

structure is layers, and number of the hidden layer is c , then the algorithm process is as follows:

(1) initialization: input = the number of the initial feature, output = the classification number, results = [],

layers = [], c= 1
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(2) the number of the maximum node on the cth hidden layer is i = input

(3) judgment condition: i > output

1) false: the global optimal network structure is layers and the algorithm ends

2) true: calculate number of the output nodes on the cth hidden layer outputj, i.e. the minimum number

of nodes on the cth hidden layer, and go to step (4)

(4) the number of optional nodes on the cth hidden layer is j , and the initial value is j = i

(5) judgment condition: j < outputj

1) true: add j to the network structure to form a new temporary network structure layerj, on which we

carry out deep learning by using the DBN model, add the result resultj to the result set on the cth

hidden layer result, j = j – 1, and go to step (5) and continue the loop

2) false: select the optimal result resOptimalj on the cth hidden layer from the result ; the corresponding

number of nodes resOptimal is seen as the optimal number of nodes, and go to step (6)

(6) add the resOptimalj to the optimal result set results on the cth hidden layer

(7) add the optimal number of nodes resOptimal to the network structure on the cth hidden layer to form a

new network structure layers

(8) calculate the maximum number of nodes of the next hidden layer i = resOptimal

(9) hidden layer plus 1, c = c+ 1, and go to step (3)

(10) select the optimal result from the result set results, which includes all the hidden layers; the corresponding

index is max, and layers[1. . . . . .max] is the global optimized network structure

4. Experiments and result analysis

In the CERT-IT dataset, the log data of October 2010 were selected. Due to a large amount of data, 25,000

pieces of logs of 48 persons are selected as the training set and 10,000 pieces of logs of 41 persons are selected

as the testing set, among which there are 1410 pieces of threat logs. After the integration and normalization

of the selected datasets, the adaptive optimization DBN model is adopted to perform the feature learning on

the training set and to perform the test on the testing set. Additionally, the testing results are compared and

analyzed.

4.1. Dataset

The CERT-IT dataset is from the Insider Threat Center of Carnegie Mellon University. The dataset simulated

threat data and large amounts of normal data for 5 scenarios implemented by malicious insiders, which involve

user behavior data from multiple dimensions, such as file access (creating, deleting, modifying the file name and

type, etc.), sending or receiving email, use of devices (mobile storage devices, printers, etc.), HTTP access, the

system login, and other behaviors, and it also includes information such as users’ positions and departments.

797



ZHANG et al./Turk J Elec Eng & Comp Sci

Because some operations during nonworking hours (e.g., login outside work hours, using USB disk after work),

some operations by leaving users (e.g., the leaving users use a USB disk frequently to steal data before leaving,

or send a large number of emails to create fear and panic), frequent logging into machines of other users to

search for desired files and then sending them to their own mailboxes by email, and deviations in the number

of copied files are all considered as abnormal behaviors, the extraction features include time, the employment

status of the user, name of the host, and operation behaviors.

4.2. Result analysis

For threat detection, the model is typically evaluated from five aspects: false negative rate (FNR), false positive

rate (FPR), true negative rate (TNR), true positive rate (TPR), and accuracy rate (AR). TP represents that

legal behavior is correctly judged as legal behavior. TN represents that the potential threat is correctly judged as

a threat behavior. FN represents that the potential threat behavior is misjudged as legal behavior. FP represents

that the legal behavior is misjudged as a threat behavior. If the number of legal behaviors is represented by

normalNO and the number of the threat behaviors is represented by threatNO, then the calculation formulas

of FNR, FPR, TNR, TPR, and AR are as follows:

FNR =
FN

threatNO
(11)

FPR =
FP

normalNO
(12)

TNR =
TN

threatNO
(13)

TPR =
TP

normalNO
(14)

AR =
TP + TN

TP + FN + TN + FP
(15)

According to the definitions of Eqs. (11) and (13), the lower the FNR, the higher the TNR, and the higher the

FNR, the lower the TNR. Therefore, we only study TNR. Similarly, for Eqs. (12) and (14), we only study TPR.

Therefore, this paper discusses the selections of batch size, RBM iterations, depth of hidden layer, and number

of units in hidden layer by using the dichotomy method and golden section method in adaptive optimization

DBN with regard to 3 aspects, i.e. TNR, TPR, and AR, and compares the dichotomy method with the golden

section method of the adaptive optimization DBN network structure.

(1) Selection of batch size

Figure 3 shows that TPR is relatively stable. When batch size is 100, TNR reaches the maximum value

at 95.745%, AR is also relatively high, and the adaptive optimization DBN model can achieve good

performance.

(2) Selection of RBM iterations

Figure 4 shows that the model can achieve good performance when RBM is iterated once only. At this

point, TNR reaches the maximum value at 95.745%.
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Figure 3. Selection of batch size. Figure 4. Selection of RBM iterations.

(3) Selection of number of units in hidden layer and hidden layer depth using the golden section method

Figure 5 shows that, when using the golden section method, in each hidden layer, there is a hidden unit

number with good performance, and the hidden unit numbers are 152, 148, 103, 88, 58, 55, 40, 22, and 20,

respectively. At those points, TNR is higher on their own hidden layers, which are respectively 96.596%,

97.376%, 95.745%, 97.092%, 93.83%, 92.057%, 89.929%, 97.872%, and 83.759%. Furthermore, TPR is

relatively stable and AR is not low.

By analyzing the network structure of 9 hidden layers, we can see that when the hidden layer depth is 8,

the maximum value of TNR is 97.872%, which is shown in Figure 6. Therefore, when the golden section

method is used, the network structure [152 148 103 88 58 55 40 22] with the hidden layer depth of 8 is

the optimal structure.

(4) Selection of hidden unit number and hidden layer depth using the dichotomy method

Similarly, when using the dichotomy method, in each hidden layer, there is a hidden unit number with

good performance, and the hidden unit numbers are 152, 148, 103, 88, 47, 40, 38, 30, and 23, respectively.

At those points, TNR is higher on their own hidden layers, which are respectively 96.596%, 97.376%,

95.745%, 97.092%, 96.454%, 96.241%, 91.418%, 89.362%, and 86.241%. Furthermore, TPR is relatively

stable and AR is not low.

By analyzing the network structure of 9 hidden layers, we can see that when the hidden layer depth is

2, the maximum value of TNR is 97.376%, which is shown in Figure 7. Therefore, when the dichotomy

method is used, the network structure [152 148] with the hidden layer depth of 2 is the optimal structure.

(5) Comparison of the dichotomy method with the golden section method for selecting the network structure

using adaptive optimization DBN model

Figure 8 shows that the TNR of the dichotomy method is similar to that of the golden section method

when the training testing is performed in the network model containing 1, 2, 3, and 4 hidden layers; the

TNR of the dichotomy method is higher than that of the golden section method when the training testing

is performed in the network model containing 5, 6, 7, and 9 hidden layers, while the TNR of the golden

section method is higher than that of the dichotomy method when the training testing is performed in the

network model containing 8 hidden layers, which is also the maximum value, reaching 97.872%. Moreover,

the time performance is tested. The training time of the dichotomy method is 1.83 s, and that of the

golden section method is 3.26 s. For the testing time, the former is 0.14 s and the latter is 0.28 s.
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Figure 5. Selection of hidden unit number on every hidden layer using the golden section method.

5. Conclusion and future work

Most insider behaviors are normal and few have potential threats. However, the loss caused by insider threats is

huge. Deep learning can extract the features of the input data from the bottom to the top, since these features

can fully represent the normal behaviors and the abnormal behaviors of insiders, thereby further improving

the detection rate of insider threat detection. Therefore, this paper integrates the behavior logs of insiders;

normalizes the behavior logs by using the 1/N code discretization method; carries out the experiments on the
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CERT-IT dataset; discusses the selection of batch size, RBM iterations, number of units in the hidden layer

and depth of the hidden layer by using the dichotomy method and golden section method with regard to 3

aspects (true negative rate, true positive rate, and accuracy rate); and compares the dichotomy method with

the golden section method for selecting the network structure using the adaptive optimization DBN model.

Experiments show that batch size of 100 is the optimal batch size; the model can achieve good performance

when RBM is iterated only once; when the dichotomy method is used and the depth of hidden layer is 2, i.e.

the network structure is [152 148], the TNR can achieve the maximum value at 97.376%; and when the golden

section method is used and the depth of hidden layer is 8, i.e. the network structure is [152 148 103 88 58

55 40 22], the TNR can achieve the maximum value at 97.872%. In particular, in the adaptive optimization

DBN algorithm, the golden section method is better than the dichotomy method, which can increase the TNR

by 0.50% in the best case. The presented results illustrate that the detection rate is a little higher than those

found in the literature [3], whose highest detection rate is 97.78%. Moreover, the method presented in this

manuscript also has good adaptation and versatility. Therefore, the adaptive optimization DBN model can

select an optimization network structure adaptively to improve the detection rate of insider threats. Moreover,

the optimization method is very applicable, which can also be applied to other areas or other deep learning

models.

The next step is to further improve the classification method, increase the detection rate, and train

massive data in combination with big data technology to realize a better deep learning network model.
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