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Abstract: In this paper, heuristic optimization techniques, such as integrated particle swarm optimization (IPSO),
teaching-learning-based optimization (TLBO), and Jaya optimization, were applied effectively for the first time to
optimize the radial distribution network (RDN) by simultaneously considering reconfiguration of the network and
allocation and sizing of the distributed generations (DG). The objectives were to maximize the voltage stability and
to minimize the power loss of the network without violating the system constraints. In standard PSO technique, the
movement of current particle depends upon global best position and its own best position up to current step. However,
if the particle lies too close to any of these positions, the guiding role highly decreases and even vanishes. To resolve
this problem and to find the global best solution, IPSO was utilized to optimize the network reconfiguration and DG
allocation and sizing problem in the RDN. Also, the optimization techniques, such as TLBO and Jaya optimization, which
do not require any tuning of parameters, unlike other heuristic optimization techniques, were implemented successfully
in this paper. Seven test cases were generated from different combinations of network reconfiguration and DG allocation
and sizing. Moreover, for comparison, the optimization techniques, such as particle swarm optimization (PSO), adaptive
cuckoo search algorithm (ACSA), harmony search algorithm (HSA), and fireworks algorithm (FWA), were also applied
to IEEE 33- and 69-bus distribution test networks. The comparison results prove overall superiority of Jaya optimization

when applied on the two IEEE bus systems with seven test cases undertaken.

Key words: IPSO, TLBO, Jaya optimization, reconfiguration, distribution network, voltage stability, distributed

generation

1. Introduction

Network reconfiguration is considered as nonlinear, mixed integer, nondifferentiable, multiobjective constraint
optimization problem. The concept of distribution network reconfiguration (DNR) with the objective to min-
imize power losses was first proposed by Marlin and Back in 1975 [1]. Earlier; DNR problem, distributed
generation (DG) placement, and/or DG sizing problems were considered separately. In recent years, various
population-based metaheuristic optimization algorithms and their hybridization have been applied in the net-
work reconfiguration problem to achieve objectives such as minimum power loss, voltage profile enhancement,
and voltage stability improvement in the networks. Metaheuristic optimization techniques, such as particle

swarm optimization (PSO) and its variants, are used to solve the reconfiguration problem with the objective
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to minimize node voltage deviation, number of switching operations, and total cost of active power generations
by DGs and to enhance voltage stability and improve the load factor and reliability of the distribution network
[2-6]. In [7], the reconfiguration problem was solved using a hybrid algorithm based on PSO and honey bee
mating optimization (HBMO) with an objective to minimize power loss, fluctuation in node voltage, number
of switching operation and to balance loads among the feeders. In [8,9], the feeder reconfiguration problem
was solved using HBMO and modified HBMO. In [10-12], ant colony optimization (ACO) is proposed to solve
feeder reconfiguration problem with the objective to minimize power loss in the network. In [13,14], hybrid
algorithm based on PSO and ACO was used to solve feeder reconfiguration. Recently, other population-based
metaheuristic optimizations, such as simulated annealing (SA) [15], hybrid algorithm based on SA and Tabu
search [16], enhanced gravitational search algorithm (EGSA) [17], runner root algorithm [18], genetic algorithm
(GA) [19-21], discrete firefly algorithm [22], modified plant growth simulation algorithm [23], and fuzzy firefly
algorithm [24], have been applied to the network reconfiguration problem. Some researchers have integrated
both DG allocation and DNR problem to optimize the efficiency of distribution network. Metaheuristic opti-
mization techniques, such as harmony search algorithm (HSA) [25], fireworks algorithm (FWA) [26], integrated
gravitational search algorithm (IGSA)[27], PSO [28], and ACO [29], have been applied to optimize the network
reconfiguration and DG sizing with the objective to minimize power loss and enhance voltage stability.

In the literature, few works reported to simultaneously optimize the reconfiguration of network and
DG allocation and sizing in distribution networks. In [30], cuckoo search algorithm (CSA) was utilized for
optimization of simultaneous reconfiguration of network and location and sizing of DGs in the distribution
network. In [31], hybrid optimization based on shuffled frog leaping algorithm (SFLA) and PSO was used to
optimize the reconfiguration problem with multiple objectives, i.e. power loss minimization, voltage stability
improvement, and number of switching optimization. In the available literature, the objectives found for the
network reconfiguration problem are minimization of real power loss, voltage profile improvement, optimization
of the number of switches etc., which are supposed to be important considerations for the operation of a
traditional distribution network. Due to large penetration of DGs and high load demand, voltage stability
has emerged as an important issue in the modern distribution network. Recently developed methods, such
as Jaya algorithm, were utilized to optimize DGs location and sizing [32] and modified TLBO algorithm for
optimization of reconfiguration and DG allocations in IEEE 33-bus radial distribution network [33]. In [34],
IPSO was utilized to optimize the size, shape, and topologies of truss structure.

To date, to the best of our knowledge, IPSO technique has been an uncharted optimization technique in
the radial distribution network. Also, for the first time, new heuristic optimization techniques such as TIPSO,
TLBO, and Jaya algorithm have been utilized for voltage stability enhancement and power loss minimization in
the radial distribution network by simultaneous reconfiguration of the network and DG allocation and sizing.
The test results on IEEE 33- and 69-bus distribution test system shows the superiority of the Jaya algorithm
followed by ACSA over other optimization techniques, i.e. PSO, IPSO, TLBO, HSA and FWA.

2. Problem formulation

In a typical distribution network, total active power loss of the feeders (Pr, . ) can be calculated by adding the

losses of all the feeders in distribution network and formulated as follows:
Pl +@Q;
Pr,.=> Rz‘i@- (1)
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The power loss reduction in the distribution system can be calculated by Eq. (2).

plee
APZ?SS = PIT ) (2)

loss

where Pfec and PO

ioes loss are active power loss with and without reconfiguration. In this paper, voltage stability

index (VSI) [35] was applied to monitor the network voltage stability. Critical values of this index lie between
0 and 1. The VSI value near zero at any node represents most vulnerable node in terms of stability. Higher

values of VSI indicate higher stability in the network. The formulation of the considered VSI is given by Eq.
(3).

VSIm+1 = |Vm|2 - 4(Pm+1Xm - Qm+1Rm)2 - 4<Pm+1Rm - Qm+1Xm)|Vm|23 (3>
where P11 and Q41 are the total real and reactive power fed from node ‘m+1". |V,,| and |V;,,41]| are voltage

magnitudes at node ‘m’ and ‘m+1’, respectively. R,, and X,, are feeder resistance and reactance, respectively.
The deviation in VSI is given by Eq. (4).

AVSI =(1-VSI,) m=123,... Ny, (4)

where N, is the total number of branches in the radial distribution network. The combined objective to reduce

power loss and enhance voltage stability can be formulated as follows:
F,p; = min(APE , + AVSI). (5)

Subjected to constraints
Vi <V, S Ve m=1,2,3, ..., Np,
OSIJ < Inaz J=12,..., Ny,
|f4‘ =1,

0 < Ppg, < Ppg i=1,2,..., Npg,

mazx

where |A| represents the determinant of the network incidence matrix having value 1 when the network is a

radial distribution network. V™™ and V™% represents the minimum and maximum node voltage limits. I,z

denotes the maximum current in feeder j. Ppg represents the maximum DG size.

max

3. Mathematical modelling of optimization techniques

The mathematical formulation of optimization techniques TLBO, Jaya, and IPSO algorithm are given as follows:

3.1. Teaching learning based optimization (TLBO)
The TLBO is a heuristic optimization technique which simulates the process of teaching and learning in a class.
The teaching—learning process is partitioned in two phases, i.e. teacher phase and learners phase.

Teacher phase: A teacher can improve the mean (e.g., average marks of all students) of the class to a
certain extent depending upon the quality of the students in class and the knowledge delivered to the students.

Let Ty be the teacher and M), the mean at any iteration k. By delivering knowledge to students, teacher (7T} )

332



RAWAT and VADHERA /Turk J Elec Eng & Comp Sci

will try to improve the class mean from M} to a new mean (M, ). The difference between the existing and

new mean can be mathematically formulated by Eq. (7):
AM =T X (Mnew — TFMz)y (7)

where 7 represents a random number between 0 and 1; T represents teaching factor whose value can be either

1 or 2 and calculated as T = round[l + ri X (2 —1)]. The solution vector can be updated by solving Eq. (8):
Xpy1 = Xp + AM. (8)

Learners phase: Students can enhance their knowledge by two means, either by learning from teacher or
through their fellow students in the class. Mathematical formulation of the student’s learning can be expressed
as follows:

For i=1:npop

Randomly select two learners X; and X;, where ¢ # j
If f(X,) < f(X))

Xonew,i = Xotd,i +17i(X; — Xj)

Else

Xnew,i = Xold,i + Ti(Xj - X?)

End If

End For

Accept X1 if it gives better function value.

Here, npop is the size of solution vector or population.

3.2. Jaya optimization

Like TLBO, Jaya optimization is a population-based optimization technique which does not require any tuning
of parameters. TLBO requires two phases (i.e. teaching phase and learner phase) whereas Jaya optimization
requires only one phase to solve the constrained optimization problem. Let the function f(z) be optimized.
Assume that initially there are ‘P’ numbers of the solution vector (also called population) and each solution
vector contains m number of design variables. Let at any iteration k, X; ., be the i'" design variable for the
mt" solution vector during the k" iteration. The updated value of X; 5 is given as follows:

g = Ximk +randy X (Xipest.k — [ Ximk]) = randy X (X worst,k — | Xim.kl)s 9)
where X;)m,k is the updated value of Xj ;, 1, Xipest,k is the value of design variable ¢ for the best solution
vector, X; pest,; is the value of design variable ¢ for the worst solution vector, and rand;, is a random variable
that varies in the range [0,1] during k** iteration. The optimization technique always tries to get closer to the
best solution and tries to avoid the worst solution in each iteration. X l’m i is accepted if it gives better function

value, otherwise X ,, 3 will be retained.

3.3. Integrated particle swarm optimization

In standard PSO, the main drawback of the algorithm appears when the particle flies near to global or local
positions and the guiding path of particles decreases [36]. Under this condition, there is risk of being trapped

in local minima. To counter this problem, a third particle called weighted particle (X,,) is introduced into the
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velocity updating formulation [34]:

M
Xv =3 CrxF, (10)
=1
here C (Cw/ 5 C’w> d Cv B2, IO T s th lation of
where o= ; ; al o= — - - ] op represents € population O
! E ’ 1g}ca<XM(f(XI€))71§HIQISHM(JC(XI€))+€ pop TCP pop

particles; X™® is the position vector of weighted particles; C’;“ is the weighted constant of each particle. The

. : : P : P
function f(.) represents the fitness of the particle, while ér]l%xM (f (X%)) and Doin (f (X})) represent the

maximum and minimum fitness values in Pbest. Finally, e specifies a small positive number (0.0001) to prevent
division by zero condition. In IPSO, particle position vectors with weighted particle are updated as follows:
IF randy; < o,

t+1vi = 07

X =X+ 60 (XY -1X5) (11)
b4; = Cyq X randy;.

IF randg; > o,

W = wi x Vi (fr + b2 + 63) (X T =" X0) + ¢ (XY =" XP) + g3 (P XV - XT), 12
12
Byt oty

where ¢1; = C1 X randy;, ¢o; = Co X rands;, ¢3; = C3 X rands;; superscripts ‘t’ and ‘t+1’ denotes present
and next iteration respectively; ‘V; and TV, are the present and updated velocity of particles; w; represents

an inertia factor for the present velocity, which is a random number chosen from [0.5,0.55] in each iteration.

4. Implementation of TLBO, Jaya, and IPSO for network reconfiguration considering DGs
4.1. Implementation of TLBO algorithm for RDN with DGs

Step 1: Determine the primary loops in the radial distribution network [30]. Obtain the minimum and
maximum limits of tie line in each primary loop, minimum and maximum limits of location, and output
power (kW) of DGs.

Step 2: Initialize the size of population equal to N,,, and generate the solution vectors given as follows:

X, = [SW1, w... S Wno, Lo_DGhy, ..., Lo_DG,,, Size_ DG, ..., Size_DG3],
where SWy, SWay, ..., SWyo are tie switches in primary loops PLy to PLy 7ie; Lo__DGy,...,Lo_DG,,,
and Size_ DGq,...,Size_ DG3 are the locations and sizes of ‘m’ DG units, respectively. The number of
tie switches are N_ Tie. The random generation of variables in each solution vector X is deduced from
Eq. (13):

SWy, = round [.S'T/I/'fB’m1 + rand x (SW[’}B’ml - SWfoml)] ,
Lo DGy, = round[Lo’zBm2 + rand x (Lo’ijm2 — LoIzB’mz)]7 (13)

Size_ DGy = 7’0und[Size’zBm3 + rand x (Size@B,m3 - Sizelszms)],
where my = 1,2,...., N_Tie; mo = 1,2,....m; m3z = 1,2,....m; SWrp and SWyp are minimum and
maximum tie switch positions in any fundamental loop m1; Lorp and Loyp are lower and upper limits

of DG locations, which vary between node 2 and the maximum number of nodes in the network. Similarly,

Sizerp and Sizeyp represent the lower and upper limits of DG power output (kW).
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Step 3: Check radial condition of each host nest by checking the system radial algorithm [30].
Step 4: Initialize the iteration number.
Step 5: Calculate the mean of each element in the solution vector columnwise, which represents the average
mark obtained in a particular subject and is represented as follows:
Mpop = [Msw, ceoes Mswo, Mo 1, woe, Mo m, Msize 15 - Mgize,m]-
Step 6: Find the fitness function for all the generated solution vectors. The solution vector whose fitness

function value is minimum shall be considered as a teacher.
Step 7: In the teacher phase, the teacher will try to enhance the mean of class from Mpop to Xteacher,

which is the updated value of mean for the current iteration. The difference between two means can be
formulated as follows:

dM = rand X (Xieacher — Tr % Mpop), (14)
where TF represents a teaching factor which is randomly selected between 1 or 2. The updated solution
is represented by Eqgs. (15) and (16).

X = Xt adM; (15)
Xt = [mund(Xﬁjll),round(ijQl), f,fsl] (16)
The limits of each tie switch and DG location and sizing are checked by Eq. (17):
. SWrBm1 i SW o1 < SWirBmi
SWIT;T = SWUB,ml if SWml > SWUB,ml
SWina otherwise
‘ 2 if Loy <2
LO—DGZZ; = LOUB,mQ if Loy,o > LOUB,m2 (17)
Lop,s otherwise
' 2 if Sizerp,m3 < SizerB,m3
SZZ@iDGQ{g = Siz@UB’mg if Sizems > SiZGUB’mg
Sizems otherwise

The radiality checking algorithm is run to check the radiality of the updated solution. Accept the new
solution if it gives the better fitness function.

Step 8: In the learners phase, the mathematical formulation is explained in Section 3.1.

Step 9: Increase the iteration number. Stop the process if termination criteria (maximum number of

iterations) are reached, otherwise repeat from Step 5.

4.2. Implementation of Jaya optimization for RDIN with DGs
Steps 1 to 4 are similar to those of TLBO algorithm defined in Section 4.1.

Step 5: Find the best and worst solution vectors in NNp,, solution vectors. In this paper, the best solution
vector represents the minimum value of fitness function and the worst solution vector represents the

maximum value of the fitness function.
Step 6: Set maximum no. of iterations (Maxiter) and start the iteration counter (Iter = 1).
Step 7: Update the solution vector using Eq. (9).
Step 8: Find the best and worst solution vectors. If best function value is better than the previous best

/

solution, accept the updated solution vector X; ..

Step 9: Increase the iteration number (Iter = Iter + 1). Stop the process when termination criteria

(maximum number of iterations) are reached.
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4.3. Implementation of IPSO algorithm for RDN with DGs.
Steps 1 to 4 are similar to those of TLBO algorithm defined in Section 4.1.

Step 5: Calculate the fitness function value for each particle and obtain the global best (Gpest) and the
personal best ( Pyest ) positions of particles.

Step 6: Set maximum no. of iterations and start the counter (Iter = 1).

Step 7: Calculate weighted particle X,, using Eq. (10).

Step 8: If randy; < 0.4, update velocity (*"'V;) vector and X; using Eq. (11). Else randy; > 0.4, update

the velocity vector (“*1V;) and X; using Eq. (12), where randy; is a random number generated between
0 and 1.
Step 9: Evaluate fitness function for current particle f(X;) and also for weighted particle f(X™).

If (min(f(X,), f(X")) < f(Xp,.,)
Update Pyt
If (min(f(X), f(X®)) < F(Xy..)
Set Gpest = X; or Xy,
End If where Xpp.s; is the previous best position of the current particle. Replace Xppest and Xgpest
with X; or X, whichever has better fitness value.

Step 10: Increase iteration number (Iter = Iter 4+ 1). Stop the process when termination criteria (maximum

number of iterations) are reached.

5. Results and analysis

The mathematical formulation of applied optimization techniques was validated through IEEE 33- and 69-bus
distribution test networks. The installed locations of DGs were restricted to three only for the considered test
systems. Each DG size lies between 0 and 2 kW. The seven different test cases were examined with PSO,
IPSO, TLBO, and Jaya algorithm and compared with HSA, FWA, and ACSA. The simulation was performed
on MATLAB software on Intel i7 processor, 2.4 GHz, 8 GB RAM computer. All the cases considered for
optimization are as follows: Case 1: Base case; Case 2: Reconfiguration only; Case 3: DG allocation
only; Case 4: DG allocation after reconfiguration; Case 5: Reconfiguration after DG allocation; Case 6:
Simultaneous reconfiguration and DG sizing; Case 7: Simultaneous reconfiguration and DG allocation and
sizing. For the load flow solutions for each considered case, the forward—backward sweep algorithm was utilized

in this paper.

5.1. IEEE 33-bus distribution test system

The IEEE 33-bus test system includes 37 branches, 32 sectionalizing switches, and 5 tie switches. The parameters
of test systems were taken from [37]. Total active and reactive loads of the test system are 3.72 MW and 2.3
MVAr, respectively. The branches 33, 34, 35, 36, 37 are tie branches which builds the primary loops. The results
obtained from all the cases considered are summarized in Table 1. For Cases from 2 to 7, the optimization
methods, i.e. IPSO, TLBO, PSO, and Jaya algorithm, are applied and compared with ACSA, FWA, and HSA.
It is observed from Table 1 that the power loss in the base case is 202.67 kW, which gets reduced to 139.98,
72.95, 60.86, 60.85, 65.87, and 58.49 for cases from 2 to 7, respectively when Jaya optimization is applied. The
percentage power loss reduction for cases from 2 to 7 are 30.93, 64.01, 69.97, 69.97, 67.49, and 71.14, respectively.

The magnitude of minimum voltage in p.u. for the network gets improved from 0.9131 (base case) to 0.9813
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(case 7).

Moreover, a significant improvement in minimum VSI value in various cases have been observed; it

is improved from 0.6951 (base case) to 0.9272 (case 7). The optimal reconfiguration in case 2 is obtained with
tie switches 7, 14, 9, 32, 28 using IPSO, TLBO, PSO, Jaya, ACSA, and FWA. The nodes 14, 24, and 30 are
identified as optimal locations when only DG allocation is considered (i.e. case 3), whereas the optimal DG
allocation gets shifted to nodes 30, 12, and 16 when the Jaya optimization technique is applied after network
reconfiguration (i.e. case 4). A similar pattern to that of Jaya algorithm is observed for TLBO, IPSO, PSO,
ACSA, FWA, and HSA optimization techniques whereby the percentage loss reduction and minimum VSI are

improved for the rest of the cases in comparison to the base case.

It can also be observed from Table 1 that the minimum power loss occurs in the test system in case

7 when simultaneous consideration of network reconfiguration and DG allocations and sizing are considered

irrespective of the optimization techniques applied. However, it is also observed that when both reconfiguration

and DG installation are considered for the distribution network (i.e. case 4 and case 5), the voltage profile and

VSI values have higher increment compared to when only reconfiguration or DG installation (i.e. case 2 and
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case 3) is performed. It can be seen from Figures 1-4 that the fitness function value is minimum for case 4 for
the optimization methods ACSA, TLBO, PSO, and TIPSO whereas for Jaya method, the fitness function value
is minimum for case 7. Hence, with the help of Table 2, it can be concluded that Jaya algorithm, which is one

of the simplest algorithms, is also the most efficient one for all the considered cases.

5.2. IEEE 69 bus distribution test system

To examine the performance of various optimization techniques on the medium scale distribution network, a 69-
bus distribution test system was considered in this study. Test system includes 73 branches, 68 sectionalizing
switches, and 5 tie switches. The test system has 3.802 MW and 2.695 MVAr of active and reactive loads,
respectively. Primary loops for 69 bus test system are obtained by the algorithm given in [30]. Similar to
33-bus test system, the optimization problem for cases 2 to 7, are solved using optimization techniques, i.e.
PSO, TLBO, IPSO, and Jaya algorithm, and compared with ACSA, FWA, and HSA. Tuning of parameters for
optimization techniques (i.e. PSO, IPSO) is set similar to the IEEE 33-bus system. Like 33-bus test system, in
order to reduce network power losses and voltage stability improvement, seven different cases were considered
in this study. The results obtained from the seven cases are summarized in Table 3. It is observed from Table
3 that the power loss in the base case is 224.99 kW, which gets reduced to 99.59, 72.44, 37.53, 41.57, 43.35, and
44.04 for cases 2 to 7 respectively when Jaya optimization is applied. The percentage power loss reduction for
cases 2 to 7 are 55.74, 67.80, 83.32, 81.52, 80.73, and 80.42 respectively. The magnitude of minimum voltage
in p.u. for the network gets improved from 0.9092 (base case) to 0.9807 (case 7). Moreover, a significant
improvement in minimum VSI value in various cases was observed, which gets improved from 0.6833 (base case)
to 0.9239 (case 7). The optimal reconfiguration in Case 2 was obtained with tie switches 69, 70, 14, 61, 56
using Jaya and FWA. The nodes 11, 19, and 61 are identified as optimal locations when only DG allocation is
considered (i.e. case 3), whereas the optimal DG allocation gets shifted to nodes 11, 64, and 61 when the Jaya
optimization technique is applied after network reconfiguration (i.e. case 4). A pattern similar to that of Jaya
algorithm was observed for TLBO, IPSO, PSO, ACSA, FWA, and HSA optimization techniques whereby the

percentage loss reduction and minimum VSI are improved for the rest of the cases in comparison to the base
case.

The power loss is significantly reduced in Case 7 while using ACSA optimization while the minimum
voltage magnitude and VSI are improved in Case 3. The performance of optimization techniques is summarized
in Table 4. Hence, with the help of Table 4. it can be concluded that Jaya algorithm, which is one of the
simplest algorithms; is also the most efficient one for all the considered cases. Figures 5-8 reflect that the fitness
function value is minimum for case 4. This implies that in order to obtain minimum power loss and maximum
voltage stability, DG should be installed after reconfiguration only.

It is observed from Figures 58 that the fitness function value is minimum for Case 4. This implies
that in order to obtain minimum power loss and maximum voltage stability, DG should be installed after

reconfiguration.

6. Conclusions

In this paper, optimization techniques such as PSO, IPSO, TLBO, and Jaya were used for simultaneously
optimizing the network reconfiguration and DG location and size. The objectives were to minimize the power
loss and maximize the voltage stability of the distribution network. Seven different cases, i.e. base case

(without reconfiguration and DG allocation and sizing), reconfiguration only, DG allocation only, DG allocation

338



RAWAT and VADHERA /Turk J Elec Eng & Comp Sci

- 9688°0 TTE60 99260 79€6°0 z1T6°0 £9£6°0 ISA Wnwiuiy
- YIL6°0 9286°0 11860 LES6°0 L1L6°0 2£86°0 | (‘m-d) eBejjos wmuruIjy
- 1€°99 76'89 L6°69 1689 v€°69 26'89 uoonpal ssoy %
- 8289 L6°29 G809 10°€9 €129 6629 (M) ssof tomog | Q
- (2€)9PTO'T (0€)967¢'T (0£)608z'T (0g)6z6e'T (¥2)s0ve 1 (LT6£T)0E w
- (8T)S68T°0 (¥2)18eT T (7T)TLOT T (¥2)6S0T°T (0£)T00z'T (£90T T)¥2
- (P1)L685°0 (P1)86LL°0 (F1)8292°0 (F1)6708°0 (21)ek16°0 (FP08°0)71 (‘oN sng) (MIN) DA
- 8% TE'6'TE L 12°9¢'8'6°¢E 92'9¢°8°6°¢E 92'9¢8°6'¢¢ 8TVE'6 LT L 97'¢£6°9¢'8 (ued(Q) yoyms oL,
82080 9£88°0 7£26°0 65e6°0 01€6°0 71€6°0 9¢26°0 ISA WnWIUIN
6.76°0 z196°0 £086°0 GE86°0 £286°0 ¥286°0 €086°0 | (‘n'd) oSejoa wnurrurpy
L0°2S 658G 66°0. L6°69 £€°0L 82°0L 6£°0L UOI}ONPAI SSOTT %,
€126 16°¢8 81°8G 98°09 €1°09 TT09 00°09 (AN) ssof mog | Q
(0£)2199°0 (8T)T6ST0 (91)5705°0 (9T )€e1S8°0 (9T)8£05°0 (2€)8T155°0 (9€86°0) T ww
(1€)TT9T°0 (€)171€°0 (T1)26€5°0 (21)6.85°0 (21)£8¢5°0 (97)8005°0 (7€8€°0) LT
(2£)9892°0 (2£)9665°0 (62)9g6L'T (0£)0659°T (62)5058°T (62)28e8'T (LOLFLT)6T (oN sng)(MIN) DA
L8266 TI L 8T'TE6 VI L 8T'TE6 VI L 8T'CL6TIL 8T'TL6TI L 8T'TE6'FI L 8CTE6 VI L (ued()) yostms o1,
6680 8L.8°0 17160 ¥506°0 G0T6°0 6888°0 €06°0 ISA WU
€960 0896°0 8LL60 ¥GL6°0 G6L6°0 01670 €6L6°0 | (‘md) oSejoa wnururpy
a4 ¥2'99 ce'e9 1079 08'29 ¥4'€9 7829 uononpal sso %,
9.°96 89'88 9ZFL G6'TL 8€°CL 68°€L qgal (AN) ssof mog | Q
(€€)z9v0'1 (2€)9F10'1 (0€)967¢'T (0£)608z'T (0g)6z68'T (¥2)<0vz 1 (0€)L16¢°T w
(LT)¥TLS0 (8T)S68T°0 (¥2)18eT'T (72)TLOT T (¥2)6S0T°T (0£)T00z'T (72)€90T T
(8T)0L0T 0 (¥1)2685°0 (F1)86.L°0 (F1)829L°0 (F1)6708°0 (@1)2¥16°0 FD¥FP08°0 (‘oN sng) (MIN) DA
Leloefae'veies | Lefogteetpetee | Lefoetaepees | Lefogieeretee | Lefogiaepe'ee | LefogieeTeiee Lefogieeveiee (wed()) yoytms o1,
6eLL0 098270 0980 098.°0 098L°0 0G8L°0 098.°0 ISA WU
8L€6°0 ¢Iv6'0 €I76°0 e1¥6°0 eIv6°0 ¢Iv6'0 1760 | (d) oSeyon wmuwmurpy |
yI'1E €6°0€ £6°0€ £6°0¢ £6°0¢ €6°0€ £6°0€ uoonpal ssoy % 2
Ge6ET 86'6£T 86'6€T 86'6ET 86'6£T 86'6£T 86°6ST (M) ssof Tomog N
LE'2E 671 L 8C'CE 6T L 8C'CE6TI L 8C'CE6TIL 8C'CE 6 VI L TE'STHI6 L TE'8TYI6 L (ued(Q) yoyims oL,
1869°0 1869°0 1669°0 1569°0 1869°0 1869°0 1669°0 ISA wnuwiuijy
TE16°0 I€16°0 1€16°0 TET6°0 TE16°0 I€16°0 1€16°0 | (md) eSeyjon umumuy | Q
L9°20¢ 19°20¢ L9'20¢ L9'20¢ L9202 19°20¢ L9°30¢ (AAY) ssof Tomog m
Lefogieere'ee | Lelogtaereiee | LefosaeTees | Lefogiaere'es | Lelogtaepeiee | Letogaerees | LefoggeTEes (wod(Q) yojms oLy,
VSH VMA VSOV ehep 0sd Od1L | OSd PereiSeju] woy] mm

"W)SAS 1893 SNA-¢¢ HHH] 10] SIsA[eue synsoy T O[qel

339



RAWAT and VADHERA /Turk J Elec Eng & Comp Sci

VSOV eAe | O (] JO SUIZIS PUR UOI}RIO[[R ‘UOIIRINGGUOIDI SNOSURINUILG 1,-9se))

VSOV rAR( 8uIzIs H)(J PuUR UOIRINSYUOISI SNOIUR) NI 9-ase))

eAep 0SdI ‘0sd UOIYRIO[[R ©)(] 199 R UOIIRINSYUOISY G-asen)

VSOV eAe UOT)RINSPUODDI I9jJe UOTIRIO[[R £)(] p-ose))

elep 0SdI ‘0Sd Auo woryedoqre HA | -988)

VSH | o, o ﬁwﬂmwﬂ.\ @%\mw %MM ATuo UoT)RIM3YUoIaY g-9se)

h “Omnﬂ @mqrﬁ hOm& “ rOmnﬂ mumEH ,Omm oseo oseg [-ose))
edel ‘YSOV ‘VMJI ‘VSH | ‘®Ael 'VSOV ‘'VMJ 'VSH
UOT)RZTTUIXRUL

UOT)RZIUWITUTUI SSO| I9MOJ

ISA pue o[goxd 98e)oA

uondrosa(g | ‘ON ose)
suoroung 9A139(qQ

"W)SAS 159) snq-¢¢ HH] 10] senbruyoe) uoryezimurldo Jo SISA[eUr 9OURULIONSJ ‘7 S[qe],

- - 6726°0 TLT6°0 07260 £706°0 68.8°0 ISA WnWIuIN
- - L086°0 €186°0 70860 T6L6°0 €896°0 | (‘nd) oSesfoa wnurrurpy
- - qLglL PIIL 0L°0L vEIL 8G°0L UOIONPal S0 %
- - 12°€S 678G LE°6S 808G £9°65 (AAY) ssof Tomog
- - (L)9%96°0 (6)0572°0 (L)86¥5°0 (1€)693L°0 (0£)€1€6°0 A
- - (co)18e7'T (ce)ete't | (91)6808°0 |  (¥o)¥oLl'l (L)€256°0 g
- - (81)8968°0 (81)108°0 (62)T2EL'T (8)68z¢'1 (81)gLEC0 (oN sng)(MIN) DA |
- - | 8TIETI'PE'EE | 08'8C6°CT1'CE | LTCETT'CTL | LETEOTFI'9 | 82'CE'6'FE e (ued(Q) yoyms oL,
9988°0 76880 TLI6°0 z8T6°0 €9z6°0 1026°0 0£06°0 ISA WnWIUIN
70L6°0 11.6°0 98L6°0 GT86°0 1186°0 76160 87L6°0 | (‘md) oSesjoa wnurrurpy
LL°€9 88°99 1589 6729 TG°L9 6129 ¥1'89 UOIONpal S0 %
7€l 1T°29 69°€9 18769 ¥8°69 92°69 9599 (M) ssof Tomog
(££)0¥85°0 (8T)STES 0 (8T)2ETL0 (87)69.°0 (8T)€9¥8°0 (8T)209L°0 (TE)ELTT O a
(1£)98¢5°0 | (62)8¢19°0 (62)7206 T (62)L8c'T | (6e)LeeeT | (60)09ve’T | (62)819V'T g
(2€)852S°0 (2€)L95°0 (2€)e9zr 0 (2€)e9v 0 (2€)19¢%°0 (2£)666£°0 (8T)4¥9¢°0 (oNsng) (MIN) DA | <=
8CCEOT'FT'L | 8TCETIFIL | LT'CE'€TOTL | 93°2E'86'CE | 92°CE'CI0T'L | 92°Fe'ce'6’L | 92'TE6'CT L (ued(Q) yoyms oL,

‘uenIpuoy) ‘T d[qer,

340



RAWAT and VADHERA /Turk J Elec Eng & Comp Sci

- £688°0 67060 6706°0 6706°0 €068°0 6706°0 ISA wnwruipy
- 0060 €626°0 €660 €660 VIL6°0 €6.6°0 | (‘n'd) eSesjoa wnwrurpy
- €228 6718 z918 6718 €e18 9718 uoponpal ssoy %
- 86'6€ €o'T¥ 19TV Y91V 10°cH 1L T (AAY) ssof Tomo ]
- (L2)8522°0 (19)0000°2 (19)0000°2 (19)0000°2 (99) 70720 (19)000°2 a
- (19)9861'T (8T)708€°0 (61)618€°0 (11)£209°0 (L1) go€s0 (8T)708€°0 g
- (29)580%°0 (11)2209°0 (11)8465°0 (81)£08€°0 (19)0878°T (11) L2090 (‘oN sng) (MIN) DA |
- | T9'8G'CT'0L°69 | ¥9'8GFT°0L°69 | #9'9C'€T 0,69 | ¥#9°GS'0LFI'69 | FOTSTT0L0T 79'8C8°€1°69°CT (uad(Q) yoyims o1,
L2S8°0 9698°0 1¥26°0 1626°0 0526°0 6.68°0 ¥826°0 ISA wnwiuijy
G196°0 L596°0 L0S6°0 01860 0186°0 GeL60 L186°0 | (‘m-d) eBejjos wnwruIjy

geel 7£°08 62°€8 TEE8 Te°e8 Tyes €3°C8 UomONpal sS0T %

G6°6 €Ty 8G'LE €9 L8 vaLe 7S'6€ 96°6¢ (M) ssof 1omog
(89)2427°0 (¥9)52¥1°0 (21)989€°0 (19)¥e7LT (T1)81€5°0 (L2)ess8T 0 (19)9819°1 A
(09)gzge 0 (29)er12°0 (79)9997°0 (v9)2687°0 (19)eevLT (19)z167'1 (09)6816°0 2
(19)9990°T (19)%100°T (19)¥52L'T (1T)60£5°0 (¥9)6687°0 (69)¥522°0 (L2)6895°0 (ON sng)(MIN) DA ~

T9°9G°CT8T'69 | T99G'FT0L69 | T9LSTI0L69 | 9S'TOTI0L69 | 69 TOFI0LGS | T9°8CFI'0L69 19°9G71°0L°69 (uod(y) yoyims o1,
69.8°0 6668°0 69260 69560 6956°0 €T€6°0 69560 ISA wnwruipy
L296°0 0760 06860 06860 0686°0 9286°0 0686°0 | (‘n'd) eSejjoa wnwrurp
Zr'19 8€°69 8419 0829 8.°29 95°89 6129 uoonpal ssory %
8.°98 88°LL Aad) e LTl TL 0L 137Gl (M) ssof Tomog
(€9)v20e'T (L2)8522°0 (19)000°2 (19)000°2 (19)000°2 (99)70¥2°0 (19)000°2 A
(79)069€°0 (19)9861'T (8T)708€°0 (61)618€0 (11)£209°0 (19)0878'T (8T)708€°0 3
(g9)8TOT'0 (29)G80¥°0 (11)2209°0 (1185650 (81)£08€°0 (L1)20€s°0 (1T) L2090 (‘oN sng) (MIN) DA |
€LTLTL0L69 | €LTLTL0L69 | €LTLTLI0L69 | €LTLTLOL69 | €LTLTL0L69 | €LTLTLOL69 | €LTLTLOL69 (wod() yoyms oL,
868.°0 868.°0 8680 868.°0 868.°0 868.°0 868.°0 ISA wnuwuijy

8TV6°0 8TV6°0 8TV6°0 8TV6°0 8TV6°0 8TV6°0 8¢y6°0 | (‘nd) eSejjon wnuUWN |~

v.'6G 7L°6G 7L°GG vL'eq ¥.°6G 7.°6G vL'eq uonONpaT ss0T % | &

6S°66 6566 6566 6566 65°66 6566 6566 (A\Y) ssof 1omod | o

T9°9G'ET8T'69 | T9°9GFT0L69 | T9LGTI0L69 | 9S'TOTI0L69 | 69 TOTI0LGS | T9°8¢TT1'0L 69 19°LSTT°0L°69 (wod()) yoytms o1,
£€89°0 €€89°0 £€89°0 £€89°0 £€89°0 €€89°0 €€89°0 ISA wnuwruiy
7606°0 z606°0 2606°0 7606°0 7606°0 z606°0 2606'0 | (‘md) o8eyjos wnururyy | Q2
66'72T 6672 6672 66'72T 66'72T 6672 6672 (M) ssof Tomoq m

€LTLTL0L69 | €LTLTL0L69 | €LTLTLOL69 | €LTLTLIOL69 | €LTLTLOL6Y | €LTLTLOLGY | €LTLTLOL6Y (ued(Q) yojms LT,

VSH VA VSOV edep Osd Od'IL | OSd poyessou] Wy mm

‘WRYSAS 1893 SNq-69 HHH] 10} SIsA[eue synsay ‘¢ o[qel,

341



RAWAT and VADHERA /Turk J Elec Eng & Comp Sci

VSOV eAR ‘YSOV | H( Jo SuIzIs pur UOIJRIO[[R ‘UOIIRINSYUOISY SNOSURNIUUIS )—ose))

VAA eAef SuIZIs H)(J pue UoIjeINSPuoddy] SNOSUR) NI 9-ose))

eAel | OSdI ‘OSd ‘VSOV ‘eder UOTIYeIO0[[R ©)(] J93Je UOIIRINSGUOIY g-ose))

ehep 08d ‘edepr UOIRINSYUOIAI I93Je UOIIRIO[[R (] f-ose))

OdTIL | OSdI ‘OSd "®4e[ VSOV Auo uonedoe HA | £-98¥)

" AOmnﬂ @mqﬁ “Omm “ AOmnﬂ mwmq& mem £[U0 UOTTRMSYU000Y] z-ose))
edel ‘VSOV ‘'VMA 'VSH | ‘AR 'VSDV ‘VMJ 'VSH

n AOm& mumEH nOmm h nOmmH @mqrﬁ hOmm ose0 oseg [-ose))
edel ‘VSOV ‘'VMA 'VSH | ‘AR 'VSDV ‘VMJ ‘VSH
UOT)RZITUIX BT

UOTYRZIWTUIW SSO[ IoMOJ

ISA pue orgoxd o3e)oA

uondiioss(] | "oN ose)
SUOIjOUN,] 9A1)99[q ()

“we)sAs 1899 snq-9 HHH] 10J senbruyoe) uoryeziuydo Jo sisA[eur sourULIOJD] “§ S[qRT,

- - 6£26°0 6£26°0 0268°0 7668°0 6668°0 ISA Wnuwiruipy
- - L086°0 L086°0 81670 7260 0%26'0 | (‘md) eSejjoa wnwrurpy
- - 6€°€8 zy08 0718 TLSL 09'8. UORONPaT S50 ¥
- - 9¢' L€ YOTY a8’ T¥ L8°L¥ LE°8F (M) ssO] Tomoq
- - (19)0¥7cL'T (29)06LT (19)€07¢°T (£)z98¢'T (@T)L9T¥'T a
- - (99)9996°0 (99)€LL7°0 (€2)7£88°0 (19)zz0g'T (09)¥6aL'T g
- - (11)€1¥¢°0 (89)9229°0 (8€)2220°1 (12)8688°0 (€9)2102°1 (oN sng)(MIN) DA |
- - | TO'8S'PT'0L°69 | €9'8SFI'STOT | T9'8GCT'0L'6 | T9'CS'6T'CI'8E | €9°LG'E€T LI (uedQ) yoyms o1,
G868°0 6968°0 L526°0 TLT60 9516°0 0£26°0 1706°0 ISA Wnwiruipy
9€L6°0 TEL60 0186°0 7I86°0 €826°0 7086°0 1646°0 | (m'd) eSejos wmuwrury
G108 Thes ¢8'18 €108 9618 1518 €608 UORONPaT S50 ¥
L9TY 99°6€ €807 ce'ey 6507 Sy I 16°ch (AAY) SSOT Tomoq
(29)282¥°0 (29)6ST¥°0 (29)060%°0 (€9)£82°0 (29)ze85°0 (€9)TT1S0S°0 (29)660z°0 a
(09)¢z8€°0 (29)0622°0 (29)9941°0 (29)20g0 (29)9128°0 (29)0rrL0 (29)9661°0 g
(19)9990°1 (19)2221°1 (19)96%L°1 (19)9LL°T (19)gzLL0 (19)9%20°1 (19)L38¢°1 (oNsng) (M) DA | <=
T9'8G'CT LT 69 | €9°GS'CT0L69 | T9°8G'CTI0L69 | T9°LSCIOT'69 | €9'SSTI'FI69 | €9°GS'TI'CT'69 | T9'GS'E€T 08 0T (uedQ) yoyms o1,

‘USNJIPUO)) "¢ d[el,

342



RAWAT and VADHERA /Turk J Elec Eng & Comp Sci

A 1

0.6F

0.6

Case 2- Reconfiguration only

— Case 3- DGs allocation and sizing only

0.5} — -Case 4- DGs allocation and sizing after reconfiguration
—— Case 5- Reconfiguration after DGs allocation and sizing
~—— Case 6- Reconfiguration and DGs sizing

- - - Case 7- Reconfiguration, allocation and DGs sizing

—— Case 2- Reconfiguration only

— Case 3- DGs allocation and sizing only

0.5¢ — - Case 4- DGs allocation and sizing after reconfiguration
—— Case 5- Reconfiguration after DGs allocation and sizing
—— Case 6- Reconfiguration and DGs sizin;

- - - Case 7- Reconfiguration, allocation anngGs sizing

Fitness Function Values
Fitness Function Values

0'4T
)
o e o
0.2 L L L L L L L L L | 0.2 i i i
0 100 200 300 400 500 600 700 800 900 1000 20 500 1000 1500
. . Iterations . . . . Iterations . .
Figure 5. Comparison of fitness function values with  Figure 6. Comparison of fitness function values with
PSO. IPSO.
0.8
0.8

e
N

5}
% " 0.7
< 06 E
<
g —— Case 2- Reconfiguration only > 06
= — Case 3- DGs allocation and sizing only o — Case 2- Reconfiguration onl
] — -Case 4- DGs allocation and sizing after reconfiguration k] — Case 3- DGs allgcation and syizing only
s 05 — Case 5- Reconfiguration after DGs allocation and sizing o — Case 4- DGs allocation and sizing after reconfiguration
<3 —— Case 6- Reconfiguration and DGs SlZlﬂdg . =t —— Case 5- Reconfiguration after DGs allocation and sizing
2 ---Case7- Reconﬁguratlon, allocation and DGs sizing = 0.5 —— Case 6- Reconfiguration and DGs sizin
oé:) L; - - - Case 7- Reconfiguration, allocation and DGs sizing
£oa
= 0.4
- - - - - - - - - - - - s 9 : — —_— —_— —_— —_— —_— —_— — — — —
0.3 T C Al el
I 03 el e e
0.2 1 1 L L L L L - - 1 0.2 1 1 1 1 1 1 1 1 1 ]
0 200 400 600 800 1000 1200 1400 1600 1800 2000 0 100 200 300 400 500 600 700 800 900 1000

. . Iterations | .
Figure 7. Comparison of fitness function values with Jaya

algorithm

. . Iterations . .
Figure 8. Comparison of fitness function values with

TLBO

after reconfiguration, reconfiguration after DG allocation, simultaneous reconfiguration and DG sizing, and
simultaneous reconfiguration and DG allocation and sizing were considered. The optimization problem was
formulated with multiple objectives of minimization of power loss along with maximization of system VSI and
was evaluated for IEEE 33- and 69-bus radial distribution networks. The optimization problem was solved using
various techniques, i.e. PSO, IPSO, TLBO, and Jaya optimization and was also compared with ACSA, HSA,
and FWA. The Jaya and TLBO optimization techniques do not require any tuning of parameters. Moreover,
among all optimization techniques considered, Jaya optimization showed the best performance in all the seven
cases framed for IEEE 33- and 69-bus distribution networks. The simulation results highlighted the fact that in
simultaneously working on the application of network reconfiguration and DG installation, there is a significant
reduction in power loss and enhancement in voltage stability of the network which is in contrast to when
only reconfiguration or DG installation was done. The convergence results also revealed that the minimum
fitness function was obtained for case 4. Therefore, in order to achieve the combined objective of power loss

minimization and voltage stability maximization, a protocol is set to allocate the DGs only after reconfiguration.
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This will help in the voltage stability enhancement of radial distribution network empowered by simple, easy,

hassle-free Jaya algorithm.
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2]

3]
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