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#### Abstract

Decimal floating point (DFP) number representation was proposed in IEEE-754-2008 in order to overcome binary floating point inaccuracy. Neglecting binary floating point verification has resulted in significant validity and economic losses. Formal verification can be a solution to similar DFP design problems. Verification techniques aiming at DFP are limited to functional methods whereas formal approaches have been neglected and traditional decision diagrams cannot model DFP representation complexity. In this paper, we propose an efficient canonical data structure that can model DFP properties. Our novel data structure models coefficient, exponent, sign, and bias of a DFP number. We will prove mathematically that our data structure is canonical. We will also show that the size of the proposed data structure will grow linearly for a DFP number for all format lengths, so our data structure can be built with a reasonable amount of memory and run time. Experimental results support our mathematical discussion for linear growth of the DFP data structure. Moreover, comparison of our data structure with integer decision diagrams reveals that our model is also efficient for modeling integer functions when utilized as an integer level diagram.
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## 1. Introduction

Decimal floating point (DFP) number representation, standardized in IEEE-754-R, results in a higher level of computation accuracy compared to binary floating point (BFP) for arithmetic operations. Design of new architectures for DFP arithmetic cores and DFP digital signal processing (DSP) systems requires substantial verification efforts in order to prevent million-dollar financial loss recurrences similar to the Pentium floating point bug [1, 2]. In contrast to simulation-based techniques, which suffer from a lack of completeness, formal methods can provide a robust mathematical approach towards design verification of newly designed DFP architectures. Thus, in order to formally verify DFP DSP systems, a novel and efficient data structure that is capable of modeling both DFP numbers and basic arithmetic operations is required. The IEEE-754 standard [3] for BFP number representation is a widespread standard used for arithmetic calculations. It could represent a large range of numbers. A problem is raised, however, when some real numbers have no accurate representation in this system. In fact, many real numbers between any two consecutive BFP numbers exist that have no accurate representation according to IEEE-754. For example, the closest representation of 0.11 is 0.10999999940395355 in 64-bit format. IEEE-754-R was proposed to overcome this limitation using decimal representation [4]. DFP number representation is capable of representing any real number regarding its fixed accuracy. Its precision

[^0]depends on the format chosen: 16 digits for 64 -bit format $(p=16)$ and 34 digits for 128 -bit format ( $p=34$ ). DFP arithmetic cores were also integrated in some CPUs. IBM designed a hardware engine for a DFP unit in z9 [5], z10, and z196 [6]. Intel provided some software libraries to support this concept [7]. Many other works like [8] provided arithmetic architectures for DFP operations. Unfortunately, verification of DFP units has received limited attention in the literature. To the best of our knowledge no significant research exists aiming at formal verification of DFP units. The rest of this paper is organized as follows. In Section 2 we provide some preliminary information on the DFP number representation standard. We then present related work on formal verification in Section 3. We focus on arithmetic circuit verification methods and seek floating point modeling approaches in that section. Our proposed data structure for DFP modeling is given in Section 4. Section 5 argues the canonicity of our modeling. Experimental results are provided in Section 6. Finally, Section 7 concludes the paper.

## 2. Decimal floating point standard

DFP notation was standardized in IEEE-754-R. The standard defines three data types: 32-bit, 64 -bit, \& 128-bit. The number representation base can be either 2 or 10 , so that both binary and decimal representations are supported. In this paper we focus on decimal representation. Figure 1 shows bit formatting for 64-bit notation along with each field's bit length.


Figure 1. Decimal floating point 64-bit representation field.

In the 64-bit format there is one bit for the Sign (S) field, five bits for the Combination (C) field, eight bits for the Exponent Continuation (EC) field, and 50 bits for the Coefficient Continuation (CC) field. The DFP value is calculated as in Eq. (1). Note that the representation base is 10.

$$
\begin{equation*}
\text { Value }=-1^{\text {Sign }} \times \text { Coefficient } \times 10^{\text {Exponent-Bias }} \tag{1}
\end{equation*}
$$

The sign is either 0 or 1 , depending on the Sign field. Bias is 398 for the 64 -bit format. The exponent and coefficient are derived from C, EC, and CC fields. The coefficient in a DFP number is determined in two steps: 1- The most significant digit (MSD) is determined by the Combination field. 2- Remaining digits are determined by the Coefficient Continuation field. The exponent of a DFP number is also constructed in two steps:

1. Two most significant bits (MSBs) of an exponent are decoded using the Combination field.
2. The remaining bits are decoded using the EC field.

According to IEEE-754-R, densely packed decimal (DPD) encoding is used in order to represent three decimal digits using 10 bits (instead of 12 bits). In the case of 64 -bit format, 50 bits of the CC field are categorized in five groups of 10 bits, resulting in 15 digits. The MSD of the coefficient is decoded using the Combination field. Totally we have 16 decimal digits, which constitute the DFP coefficient of a 64 -bit representation. A similar procedure could be easily applied to other formats.

## 3. Related work

Verification of arithmetic circuits and systems is performed by either simulation or mathematical methods [9]. In this paper, we focus on the latter methods. Two main approaches in this field are deductive proofs by means of theorem proving and algorithmic decision diagram-based methods. We provide a general overview of formal methods used in arithmetic circuits and systems verification. More specifically, we focus on floating point modeling and verification.

Arithmetic circuits modeling and verification methods fall into two categories: deductive proofs and decision diagram-based algorithms. Our experience with theorem-proving as the main approach to deductive proofs shows that it requires a high level of knowledge of the tools and it lacks automation potentials. Different proof systems like higher order logic (HOL) [10] differ in their logic level points of view.

Algorithmic decision diagram-based methods, on the other hand, are more promising since they provide an opportunity for automation. Model checking, equivalence checking, symbolic simulation, etc. are the most common methods. The binary decision diagram (BDD) served as a basis for the reduced ordered binary decision diagram (ROBDD). The ROBDD can model logical functions using a canonical representation [11]. Modeling integer domain functions was made feasible by multiterminal BDDs (MTBDDs) [12]. Similar to the ROBDD, the MTBDD uses the Shannon decomposition type. Ordered functional decision diagrams (OFDDs) and their extensions are used to minimize fixed polarity Reed-Muller (FPRM) expressions, which can represent Boolean functions canonically with a better performance compared to other binary diagrams [13-16]. Integer functions, however, cannot be modeled directly. One cannot even think of modeling floating point circuits.

Hierarchical decision diagrams were proposed in [17] and [18] as edge-valued binary decision diagrams (EVBDDs). This data structure can model integer functions; nevertheless, higher level arithmetic circuits like floating points are far from the scope of this approach. The binary moment diagram (BMD) and its extension, the *BMD, use the positive Davio decomposition type for mapping from the Boolean domain to integer range [19, 20]. More extension to BMDs resulted in $\mathrm{K}^{*} \mathrm{BMD}$ [21] and HDD [22] with more expressive power, but none of them can model floating point representation.

In order to leverage the expressive power of modeling methods, the Taylor expansion diagram (TED) was derived [23, 24]. Similar to other diagrams there are rules for ordering, normalization, and isomorph subgraph removal. Enhanced TED [25] and TED+ [26] are some extensions of this data structure. However, if a function has no Taylor expansion around zero, there would be no TED representation. Floating point modeling is still beyond the capabilities of the TED. Another representation trying to improve the performance of modeling is the Horner expansion diagram (HED) and its modular version, the M-HED [27, 28]. These representations, though powerful, are not capable of modeling floating points. Binary floating point formal modeling was studied in $[29,30]$. A new data structure, namely the multiplicative power hybrid decision diagram (*PHDD), has been introduced, which can model binary floating point standards. Edges in this model have different weights. Basic arithmetic operations were modeled and the paper reported its performance for integer multiplier circuits. It was compared with BMDs in terms of speed and memory usage. DFP was not the subject of [29]; however, it could be used as a hint for DFP modeling.

Simulation-based verification of DFP square root operation was performed in [31] by verifying corner cases of the operation. Fused-Multiply-Add operation was verified functionally in [32] using constraint solving of corner cases. The authors of [33] integrated the works of [31] and [32] and proposed three engines to solve
simulation-based verification constraints for basic DFP operations. None of the mentioned works addressed DFP verification formally, but rather functionally.

To the best of our knowledge there is no prior work on DFP modeling. Most of the data structures in the literature can model Boolean (BDD, ROBDD, EVBDD, FPRM, etc.) or integer (BMD, *BMD, TED, HED, etc.) functions. The PHDD can model only binary floating points, not decimal standards; thus, there is no prior work for modeling decimal floating point arithmetic and our research provides the first data structure to overcome this limitation. Because of this, there are no previous results in the literature to be compared with our experiments. However, we can use our data structure as an integer level decision diagram as well. In this case, comparison with some other methods is feasible. We will address this issue in Section 7.

## 4. Proposed DFP data structure

In this section we propose a novel data structure suitable for formal modeling of DFP arithmetic systems. Any proposed model for a DFP system, including ours, should be able to model sign, coefficient, and exponent efficiently. To do so we use different decomposition rules.

We assume that coefficient digits are uncompressed; i.e. each binary coded decimal ( BCD ) is coded with four bits and, as a result, the representation of a 3-digit BCD number needs 12 bits. This means that DPD encoding is neglected in our model. This is obviously not a problem, since DPD encoding is a simple AND/OR logic and could be easily verified.

### 4.1. Exponent modeling

For the modeling exponent, we note that the base of both arithmetic and calculation is 10 and the coefficient is multiplied by powers of 10 . Normally decision diagrams work on a binary basis, but here we require a 10-ary basis. This is a must because we should model expressions like $10^{\text {Exponent }}$.

The decomposition rule for exponent modeling is Shannon decomposition, since it simplifies our exponent model. Keep in mind that in contrast to traditional binary decision diagrams, here Shannon decomposition is applied on a 10 basis, not a binary basis.

In Figure 2, $e c_{0}$ is bit 0 of the exponent, and so on. The value of each node is displayed close to it. Notice how edge weights are calculated based on powers of 10 . Each bit of the exponent is modeled by its counterpart node in our data structure. A node is connected to other nodes by means of two edges. The real weight of an edge equals 10 to the power of the shown weight; for example, if an edge is shown with weight of 2 ( $e c_{1}$ in Figure 2), then the real weight of that edge equals $10^{2}$. Continuing node evaluation, the exponent value can be derived as follows.

Figure 2 illustrates how constituting parts of the exponent can be calculated at each level. Generalizing the procedure to other levels, it is possible to calculate the $i$ th part of the exponent at level $i$ as shown in Eq. (2).

$$
\begin{equation*}
10^{\text {Exponent }} \text { at level } i=\left(1+9 e c_{0}\right)\left(1+99 e c_{1}\right)\left(1+999 e c_{2}\right) \ldots\left(1+\left(10^{i}-1\right) e c_{i-1}\right) \tag{2}
\end{equation*}
$$

In 64 -bit format the exponent is 10 bits long. According to Eq. (2) and Figure 2, it is possible to derive the exponent value at the top node of the exponent model. This is done in Eq. (3):

$$
\begin{equation*}
\prod_{i=1}^{10}\left(1+\left(10^{i}-1\right) e c_{i-1}\right) \tag{3}
\end{equation*}
$$



Figure 2. Exponent modeling using 10-based Shannon decomposition.

In order to model a biased exponent, we impose an appropriate weight on the top exponent node. Like before, the weights of edges in our exponent modeling are powers of 10 ; thus, $10^{- \text {Bias }}$ can be modeled with an edge whose weight is -Bias. According to Eq. (1) and the fact that $10^{\text {Exponent-Bias }}=10^{\text {Exponent }} \times 10^{- \text {Bias }}$, Figure 3 illustrates how to incorporate bias into exponent modeling.


Figure 3. Exponent modeling incorporating bias.


Figure 4. Sign modeling.

### 4.2. Sign modeling

The sign is modeled with a node with Shannon decomposition. A negative sign should be somehow inserted into the diagram. This is accomplished with an edge with weight of -1 . This negative weight is displayed with a dot on the edge in our diagrams. Figure 4 shows further illustration.

### 4.3. Coefficient modeling

In DFP standard coefficients consist of BCD digits. These digits are compressed, but as previously described, we assume that they are not compressed; thus, four bits are assumed for each BCD digit. Without losing the generality, here we focus on 64 -bit format. In the case of 32 -bit or 128 -bit format similar data structures can be derived. The only difference is in the size of the data structure, i.e. the number of nodes.

In 64 -bit format there are 16 BCD digits constructing the coefficient. The coefficient is derived from Eq. (4).

$$
\begin{equation*}
\text { Coefficient }=d_{0}+10^{1} d_{1}+10^{2} d_{2}+\ldots+10^{15} d_{15}=\sum_{i=0}^{15} 10^{i} d_{i} \tag{4}
\end{equation*}
$$

Since four bits are used for each BCD, we have Eqs. (5) and (6).

$$
\begin{gather*}
\text { Coefficient }=\left[c c_{0}+2 c c_{1}+4 c c_{2}+8 c c_{3}\right]+10^{1}\left[c c_{0}+2 c c_{1}+4 c c_{2}+8 c c_{3}\right]+\ldots  \tag{5}\\
\text { Coefficient }=\sum_{i=0}^{15} 10^{i}\left[c c_{4 i+0}+2 c c_{4 i+1}+4 c c_{4 i+2}+8 c c_{4 i+3}\right] \tag{6}
\end{gather*}
$$

According to Eq. (6) it is evident that two parameters are key parameters in constituting the coefficient: 1- The $i$ index, which generates powers of 10 and is related to each BCD level. 2- Powers of two, which are multiplied by coefficient bits. Thus, our model should cover both powers. One such node is depicted in Figure 5. In Figure 5 both the node and edge are weighted. Nodes similar to that of Figure 5 will be used to model the coefficient. Each node like in Figure 5 has an $i$ index that determines the power of 10 . Edges have a $j$ index, which determines the power of two. The top node value is calculated as shown in Figure 5. The decomposition rule here is positive Davio, because we can directly derive our intended value without Shannon complementation.


Figure 5. Coefficient modeling for a single node.

Based on our discussion and Figure 5, the coefficient model can be sketched as illustrated in Figure 6. It is easily verified that the top node value is that of Eq. (6). Remember that BCD digits are assumed to be uncompressed. Also keep in mind that the decomposition rule is positive Davio in coefficient modeling. Numbers close to each node in Figure 6 show powers of 10.

### 4.4. DFP number comprehensive model

We covered separate modeling of sign, coefficient, and exponents in the previous subsections. Now it is time to integrate them and render a comprehensive diagram that models all these aspects.

Both nodes and edges are weighted in this model. Coefficient bits start with $c c$ and exponent ones start with ec. Both Shannon and positive Davio decomposition rules are utilized appropriately. The model is shown in Figure 7. Note the following:


Figure 6. Coefficient modeling using positive Davio decomposition.

- Nodes with Shannon decomposition are sketched with bold circles.
- Positive Davio nodes are displayed with circles that are not bold.
- A thick line represents an edge with power of 10 .
- A thin line represents an edge with a power of two.
- Negative weighted edge is depicted with a dot on that edge.

The computed value at some important nodes is shown for simplicity. In the next section we will focus on modeling canonicity.

## 5. Model canonicity

In the following discussions we assume that variable ordering is according to Eq. (7). Variable ordering becomes more important when we discuss model canonicity.

$$
\begin{equation*}
\text { VariableOrdering : Sign }<e c_{9}<\ldots<e c_{0}<c c_{6} 3<\ldots<c c_{0} \tag{7}
\end{equation*}
$$

In this section we show that our proposed model is canonical. Note that canonicity of DFP modeling is basically different and more complex compared to traditional decision diagrams. Traditional decision diagrams represent a Boolean/integer function with Boolean/integer domain.

The model presented for a DFP number in Figure 7 is a canonical model because:


Figure 7. DFP number comprehensive model.

- According to IEEE-754-R there is a unique interpretation of bits in each format. Each bit has a determined meaning and the DFP number value is determined based on the determined meaning of bits according to Eq. (1). On the other hand, there is always one and only one node related to each bit in each format. This means that the number of nodes equals the number of bits plus two (for terminal nodes 0 and 1) in Figure 7.
- There is a fixed variable ordering based on which our DFP model is constructed; thus, our model is an ordered model. This variable ordering was reported in Eq. (7).
- Edges and weights in the model determine the relation between nodes. This relation is fixed and defined based on node and edge weights at each level. If another relation replaces the defined relation, by changing weight of an edge or a node for instance, then according to Eqs. (2), (3), (4), (5), and (6) a different value is calculated, and as a result a different number is calculated. We conclude that by changing weights of each edge or node we cannot derive an identical value before the change.
- Putting it all together, assuming the previously defined variable ordering, there are fixed numbers of nodes and edges in the model of a DFP number. The relation between nodes is also determined and fixed. Changing either an edge connection or weight, and also changing either the existence or weight of a node and changing the decomposition rule of a node, will result in a different value; thus, there will be no two isomorph diagrams representing the same DFP number. Thus, our DFP number model is canonical.


## 6. Model extraction and verification

Verification of arithmetic circuits can be performed in two phases: 1- deriving a mathematical data structure appropriate for arithmetic operations, and then 2 - extracting a mathematical model from the circuit to be compared with the model of phase 1. In this paper we present a method that models arithmetic operations using the DFP data structure efficiently. Step 1 of verification is performed using the DFP data structure of this paper. Extracting a similar model from a circuit for comparison with our model requires more research, which is our next step. We are currently developing a model for model extraction from hardware. That is our next step toward a complete formal verification methodology. Due to its complexity and variety it is out of scope of this paper and will be covered in our next studies.

## 7. Experimental results

In this section we provide our implementation results regarding complexity and performance of the proposed DFP data structure. In order to experimentally show that the proposed DFP data structure grows linearly for a DFP number, we measure the memory consumption of our data structure. We also report the run time of our modeling implementation, which supports the proven theorems in the preceding sections. The proposed model was implemented in $\mathrm{C}++$. All experiments have been run on a PC with Core2Duo CPU, operating at 2.4 GHz , running Windows-7 x64 OS with 4 GB of RAM.

Modeling a single DFP number requires $m+n+3$ nodes where $m$ and $n$ are the number of coefficient and exponent bits, respectively. There are $m+n$ nodes for the coefficient and exponent part, one node for the sign bit, and two leaves for 1 and 0 . Our modeling supports all standard formats according to IEEE-754-R, i.e. 32 -bit, 64 -bit, and 128 -bit format. For measuring memory usage, we generated sufficiently large sets of DFP number data structures and monitored memory usage. In Figure 8 memory usage for all three formats is shown
for different numbers of DFP numbers. It is evident that memory consumption of DFP number modeling grows linearly. Experimental memory usage for a single DFP number is reported in Table 1.

Table 1. Experimental memory usage of single DFP number.

| Format length | DFP number node count | DFP number memory usage |
| :--- | :--- | :--- |
| 32 -bit | 39 | 3.42 kB |
| 64 -bit | 77 | 6.70 kB |
| 128 -bit | 153 | 13.25 kB |

Further illustration of the linear growth of our data structure can be accomplished by relative memory usage of data structure implementation for different standard formats. Inspecting the numbers in Table 1 reveals that for sufficiently large numbers of DFP data structures (minimizing implementation side effects) memory consumption is doubled with doubling format length. For instance, when we build the 32 -bit data structure we create $(28+8+3)$ nodes. Creating the 64 -bit version requires $(64+10+3)$ nodes. Thus, memory usage of the 64 -bit relative to the 32 -bit data structure is $77 / 39 \approx 1.97$, which is very close to our experimental result in Table 1 , which is in fact $6.70 / 3.42 \approx 1.96$. Relative memory requirements of 128 -bit and 32 -bit formats approach $13.25 / 3.42 \approx 3.87$, which is again close to $(136+14+3) /(28+8+3) \approx 3.92$ as expected.

The run times of corresponding implementations are illustrated in Figure 9. It is obvious that for 128-bit format a longer construction time is required. The time unit of the modeling implementation time is milliseconds. All the experiments run in a short and reasonable amount of time.


Figure 8. Single DFP number experiments: memory usage.


Figure 9. Single DFP number experiments: run time.

As described in the literature review, our presented model is the first that is capable of modeling DFP representation, so we cannot compare our memory usage or run time speed with previous works. Nevertheless our data structure can also model integer arithmetic. If we model integer multipliers with our DFP data structure, then we can compare its performance with other methods. In such a case some of the DFP model capabilities will be ignored, because there is no floating point number. However, we have still equal performance with *BMDs. In essence, our diagram and *BMD perform equally in terms of memory for integer multipliers. However, keep in mind that the DFP model can also represent floating point arithmetic, whereas *BMDs cannot. Thus, we have equal performance with better expressive power when compared to integer level diagrams. Comparisons with K*BMDs with Shannon decomposition are illustrated as well. It is obvious from Table 2 that our DFP diagram outperforms $\mathrm{K}^{*}$ BMDs with the Shannon rule. $\mathrm{K}^{*}$ BMDs with positive Davio expansion make no difference from *BMDs, so we do not mention numbers for that case.

Table 3 reports memory consumption of the DFP structure versus *BMD for several adders. In Table 3 memory usages for three adders are reported. It is evident that our data structure requires less memory than
*BMD. This is mainly due to negation and multiplicative powers of DFP diagram edges, which result in a more compact representation. This comes at the cost of more complex data structure and more processing time.

Table 2. Integer multiplier memory usage (number of nodes.

| Circuit | DFP model | *BMD | K*BMD (Shannon) |
| :--- | :--- | :--- | :--- |
| Mult 16-bit | 32 | 32 | 65551 |
| Mult 32-bit | 64 | 64 | Blow-up |
| Mult 64-bit | 128 | 128 | Blow-up |

Table 3. Integer adder memory usage comparison.

| Circuit | DFP model | ${ }^{*}$ BMD |
| :--- | :--- | :--- |
| Add 16-bit | 0.37 MB | 0.7 MB |
| Add 64-bit | 0.93 MB | 1.1 MB |
| Add 256 -bit | 5.23 MB | 6.5 MB |

## 8. Conclusion

In this paper we proposed a data structure that is able to model DFP numbers and DFP arithmetic operations. The proposed model made use of Shannon and positive Davio decomposition rules in order to increase expressiveness and size reduction of the model. We provided the model complexity for representing a DFP number. It was shown that the presented model grows linearly for a DFP number. Experimental results support our claim. It is obvious that our proposed data structure can be implemented in a short amount of time for DFP number modeling. The memory requirement for this modeling is also negligible, in the order of several kilobytes. It is evident that our experimental results agree with the provided mathematical discussions on the linear growth when format size is increased. We also showed that our model is canonical, so it can be used for formal verification purposes efficiently. In order to formally verify a DFP DSP system, a model extraction from a DFP arithmetic hardware is necessary. Then the extracted model and the proposed model can be checked for design errors. This is out of scope of this paper and will be our next step.
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