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Abstract: In recent years, author gender identification has gained considerable attention in the fields of information
retrieval and computational linguistics. In this paper, we employ and evaluate different learning approaches based on
machine learning (ML) and neural network language models to address the problem of author gender identification.
First, several ML classifiers are applied to the features obtained by bag-of-words. Secondly, datasets are represented by
a low-dimensional real-valued vector using Word2vec, GloVe, and Doc2vec, which are on par with ML classifiers in terms
of accuracy. Lastly, neural networks architectures, the convolution neural network and recurrent neural network, are
trained and their associated performances are assessed. A variety of experiments are successfully conducted. Different
issues, such as the effects of the number of dimensions, training architecture type, and corpus size, are considered. The
main contribution of the study is to identify author gender by applying word embeddings and deep learning architectures
to the Turkish language.
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1. Introduction
The availability of large amounts of texts obtained through the Internet and the anonymity of the texts have
revealed the potential of authorship analysis, which deals with the task of authorship attribution where knowing
the author of a document, or with the task of authorship profiling, where the authors’ personality type, age,
and gender are determined. Authorship analysis could be considered as a text classification problem that maps
documents to a certain category from a predefined list. Author gender identification, which is a subproblem of
the authorship profiling problem, aims at determining the gender of an author of a given text.

In recent years, author gender identification has gained importance in various commercial applications
including e-mail forgery, online communities, security, forensics, trading, and marketing. People avoid providing
their real identity information on social media platforms, which leads to an anonymity problem. Also, companies
often need the demographic information of people for direct marketing, risk management, fraud detection,
etc. Therefore, the question “Can we identify author gender for a given text?” is very relevant for practical
applications.

Various studies and scientific events are devoted to author gender identification. For example, PAN is
an important series of scientific events, where tasks on digital text forensics are assigned. One of these tasks is
predicting authors’ demographics from their writings.

A key point in the author gender identification problem is the representation of features. One popular
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representation is the writing style of an author, which can be characterized through stylometric features
(SFs). The approach is based on the assumption that each author has a characteristic and unique stylistic
tendency. These author-related features are generally categorized into five groups: character-based, word-
based, syntactic-based, structure-based, and function words. All these features can be automatically extracted
and the classification models based on these features can classify the author gender of a candidate text. Another
widely used feature extraction is based on bag-of-words (BoW). The same classification process can be evaluated
by BoW with different weighting schemes or other techniques such as character/word n-gram, tf-idf, etc.

Recently, neural network language models (NNLM) have been employed to learn distributed represen-
tations (word embeddings), which have been effectively applied to the several problems in natural language
processing (NLP). Many training approaches have been proposed by [1–3] and [4] showed that word embeddings
are good at capturing syntactic and semantic regularities using the vector offsets between word pairs sharing a
particular relation. Later, different architectures were presented in [5], namely continuous bag-of-words (CBoW)
and the skip-gram (SG) for training word embeddings efficiently to minimize computational complexity and
maximize accuracy. In [4], Word2vec was presented as a tool providing an efficient implementation of CBoW
and SG architectures for computing vector representations of words. In [6], GloVe, an unsupervised learning
algorithm, was described for obtaining word vector representations based on matrix factorization and a new
global log-bilinear regression model. Similar to the Word2vec approach, Doc2vec or Paragraph vectors, de-
scribed in [7], perform an unsupervised learning of continuous representations for larger blocks of text, such
as sentences, paragraphs, or entire documents. However, all these techniques are not fully NNLM-based; they
only turn text into a numerical form that neural networks architectures can understand. At that point, the
convolutional neural network (CNN) and recurrent neural network (RNN), which are the two main types of
complicated neural network architectures, are also utilized for addressing various NLP tasks [8].

In this study, models based on machine learning (ML) and deep learning architectures are proposed
to address the author gender identification problem for Turkish articles. First, eight different classifiers are
applied to features that are obtained by BoW. Then classifiers are built considering word/document embeddings,
specifically Word2vec, GloVe, and Doc2vec. Lastly, a CNN and RNN are trained and their performances are
assessed. Various experiments are conducted and all models are compared with respect to several criteria. It is
observed that the proposed model gives promising results for the Turkish language. This study is considered to
be the first important attempt that utilizes particular embeddings and complicated neural networks architectures
for the identification of author gender in the Turkish language.

2. Related work
In recent years, various studies have focused on author gender identification automatically. In [9], combinations
of simple lexical and syntactic features were used to infer the author gender of the British National Corpus
(BNC) with 80% accuracy. One conclusion of this work was that a winnow-like algorithm outperforms less subtle
techniques such as decision tree (DT) and naive Bayes (NB). Similarly, in [10], both the balanced and modified
balanced winnow (MBW) algorithms were used to predict gender for the Enron e-mail dataset using a set of
SFs and word count features. Here, the MBW algorithm outperformed the balanced winnow algorithm and
showed 88% accuracy for SF and 95% for word-based features. In [11], the MBW algorithm was also exploited
for identifying a user’s gender on Twitter with 82.48% accuracy. The accuracy was increased to 98.51% using
feature selection methods.
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Another study on determining gender on Twitter was proposed in [12]. The authors utilized a number of
text-based features and several different classifiers, including balanced winnow, NB, and support vector machines
(SVM). Some other studies presented gender classification of blog authors using features such as part-of-speech
tags, content words, and feature selection methods [13–15].

In [16], a model was proposed for identifying author gender via e-mails. The authors also carried out
a training of DT and SVM using word-based and function words features. As a result, the SVM method
outperformed the DT method. They showed that the roles of the word-based features and function words are
important for gender identification. In [17], 545 features were identified and classified into five sets: character-
based, word-based, syntactic, structure-based, and function words. Three classifiers (SVM, Bayesian logical
regression, AdaBoost) were designed and SVM outperformed the others with 76.75% and 82.23% accuracy for
two different datasets.

In [18], the BoW approach was followed by considering a set of feature selection/reduction techniques
(including stemming) and applying a list of classifiers. The best classifier was found to be SGD with 94.1%
accuracy. In an extended work [19], the authors also extracted features based on sentiments and emotions
(BoW-EF) in addition to BoW features. They showed that BoW-EF features did not improve the accuracy. In
[20], the authors extended [18, 19] by considering SFs. They repeated all the experiments based on SFs and the
BoW approach for the Arabic language. They stated that the BoW approach is expensive and less accurate
than the SF approach. While the accuracy of the SF approach was 80.4%, the BoW approach showed 73.9%
accuracy.

Traditional feature representations describe word meanings as points in high-dimensional space. However,
high dimensionality and sparsity can be ambiguous and insufficient. Thus, recently NNLMs are exploiting their
ability to learn distributed representation. Word embeddings are a modern approach for representing text.
These dense and low-dimensional real-valued vectors have been effectively applied to the semantic and syntactic
problems. In [21], the authors used features that were obtained from averages of word embeddings, specifically
Word2vec, and trained using the SVM classifier to address author gender and age classification problems. Using
the PAN 2016 dataset, they achieved 44.8% and 68.2% accuracies for age and gender classification for English,
respectively. In [22], they used Doc2vec to train a logistic regression (LR) classifier on the PAN author profiling
2014–2016 corpora. They compared the document embedding features with traditional features.

In [23, 24], two different approaches were proposed for automatic text classification according to author
gender in the Russian language. In a first approach, different ML algorithms were used. A CNN was utilized
as a second approach, with accuracy of 86%.

In Turkish, [25] proposed term-based and style-based approaches to predict the attributes of authors such
as age and gender for chat messages. They obtained accuracies of 82.2% in prediction of gender using SVM with
a term-based feature set. In [26], they considered the author gender identification problem using discriminant
analysis and analyzed the change of frequent word usage with gender. The authors of [27] presented an n-gram
model for identifying the gender of authors. C4.5, NB, SVM, and random forest were used as classifiers and
correlation-based feature selection (CFS) were applied to obtain the feature subset. The dataset included 4
female and 14 male authors. SVM outperformed all classifiers with 96.3% accuracy.
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3. Methodology

3.1. Data
The dataset was manually collected from several Turkish news websites. We tested our models on a dataset with
2.76K articles evenly distributed across genders. The dataset consists of ten articles for each male and female
author. The distributions of articles across the authors and genders are the same. The summary statistics of
datasets are given in Table 1. It includes the number of authors, the number of total articles, and some basic
statistics on characters, words, and sentences. The collected articles were preprocessed in several steps to extract
features using text processing libraries of the Natural Language Toolkit (NLTK).1 We removed punctuation and
special characters, replaced nonletters with white space, converted capitals to lowercase, eliminated stop words,
and did not apply stemming for Turkish.

Table 1. Summary of three datasets.

Features Male Female
#ofauthors 138 138
#ofarticles 1380 1380
avg#ofsent/article 35.5 36.5
avg#ofwords/article 579.4 531.3
avg#ofchar/article 4495.4 4104.2
avg#ofchar/sent 126.3 112.1
avg#ofchar/word 7.7 7.7
avg#ofwords/sent 16.2 14.5

3.2. Models
In this study, we applied two different models for the problem of author gender identification. For the first model,
we utilized eight different ML classifiers: k-NN (k-nearest neighbors), naive Bayes (NB), logistic regression (LR),
support vector machine (SVM), stochastic gradient descent (SGD), decision tree (DT), random forest (RF), and
multilayer perceptron (MLP). For feature representations, we exploited several variants of BoW features. In
addition, the classifiers were trained with the representation obtained through embeddings: Word2vec, GloVe,
and Doc2vec. Besides that, two main types of neural networks architectures, CNN and RNN, are employed for
training.

3.2.1. Machine learning methods

We conducted experiments with eight different ML classifiers using different representation schemes. The
traditional feature vector representation is BoW or bag of n-grams representation, which represents a text
as a collection of words or n-grams by completely ignoring the position of the words in the document. This
traditional approach has been widely used in several tasks such as document classification, document similarity,
etc. In this study, we extracted both uni- and bigrams (BoW-uni/bi) of words in addition to character n-gram
representation (BoW-char). We also utilized tf-idf as the weighting schema for vector representation. We also
applied BoW-tfidf to observe whether it contributes to improving the accuracy of the model or not.

1http://www.nltk.org/
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In the BoW approach, we built a vocabulary considering only the most frequent 5K and 10K features.
We tested the size of vocabulary in the range of 5K–15K; however, we did not see any significant difference in
the performance for the n-fold (n = 10) cross-validation. We also used modules that implement feature selection
algorithms χ2 and mutual information using Python scikit-learn.2

Traditional feature representations generate high-dimensional feature vectors and lead to sparsity prob-
lems. High dimensionality and sparsity can be ambiguous and insufficient, and ignore contextual information
and word ordering. For this reason, recently distributed vector representation (word embeddings) have been
more effectively used in NLP tasks. In this study, word and document embeddings obtained by Word2vec,
GloVe, and Doc2vec are also utilized to generate word and document vectors. The experiments were conducted
with Gensim,3 NLTK libraries, and GloVe.4

Most studies experimentally select embedding size (K) depending on the problem and the approach.
To test the influence of vector size, we gradually vary the dimension size K from 100 to 500 by steps of 100.
Accordingly, we decided to set the K value to 300. For window size selection, some studies [28] showed that
smaller contextual windows generally give better precision. After some experiments, we set the window size
to 10. For word vectors, we run the experiments using both SG and CBoW training algorithms with negative
sampling (NS) and hierarchical softmax (HS). We observed that there are no significant differences between the
SG and CBoW training algorithms for the classification model.

The document embeddings are based on paragraph-vector distributed memory (PV-DM) and a distributed
BoW version of paragraph vector (PV-DBOW). PV-DM averages or concatenates the paragraph vector into the
context window for all windows of the document. PV-DBOW creates paragraph vectors by training to predict
words within a window of the paragraph. While PV-DM incorporates word order in training, PV-DBOW ignores
word order. Thus, PV-DBOW is very similar to the CBoW method for training word vectors.

3.2.2. Neural network architectures
Neural networks with pretrained word embeddings have been shown to be effective for NLP tasks [2, 29–32].
In this study, we used two popular neural network architectures, namely CNN and RNN. In [29], the authors
experimented with several variants of the CNN model, such as CNN-static, CNN-rand, etc. CNN-static utilizes
pretrained vectors from Word2vec. The model learns the parameters by taking word embeddings as input. In
the CNN-rand model, all words are randomly initialized and then modified during training. In this study, we
trained a CNN model with word embeddings obtained by Word2vec.

An unbiased model, the CNN utilizes layers involving filters that are applied to local features [33]. In
the CNN architecture, let xi be the k-dimensional word vector corresponding to the ith word in the sentence,
and n represents the sentence length.

x1:n = x1 ⊕ x2 ⊕ ...⊕ xn. (1)

In Eq. (1), ⊕ is the concatenation operator. Let xi:i+j refer to the concatenation of all words xi, xi+1, ..., xi+j .
As expressed in Eq. (2), a filter w is applied to a window of h words to produce a new feature ci :

ci = f(w.xi:i+h−1 + b), (2)
2http://scikit-learn.org/stable/
3https://radimrehurek.com/gensim/
4https://github.com/stanfordnlp/GloVe
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where b is a bias term and f is a nonlinear function such as the hyperbolic tangent. The filter w is applied to
each possible window of words in the sentence to produce a feature map as expressed in Eq. (3):

c = [c1, c2, ..., cn−h+1]. (3)

Then a max pooling operation [2] over the feature map is applied and the maximum value ĉ = max{c} is taken
to find the most important feature for each feature map.

The RNN is one of the possible neural network architectures for modeling sequential and temporal
dependencies [34]. In this architecture, given input sequence x = (x1, ...xt) , the hidden vector sequence
h = (h1, ...ht) and output vector sequence y = (y1, ...yt) are calculated according to Eqs. (5)–(7).

ht = f(Wh[xt, ht−1] + bh), (5)

ht = f(xtWxh + ht−1Whh + bh), (6)

yt = g(htWhy + by), (7)

where xt is the input at time step t; ht and ht−1 are hidden vectors that encode the current and previous
states of the network; Wh is the weight matrix that models Wxh as input-to-hidden, Whh as hidden-to-hidden
(recurrent), and Why as hidden-to-output connections; b is a vector of bias terms; bh represents bias vectors for
the hidden layer; and by is the bias vector for the output layer. f(.) and g(.) are nonlinear activation functions
such as sigmoid or tanh.

For the model hyperparameters, we utilized embedding size of 300, unit size of 32, filter size of 64, and
dropout rate of 0.5. For training parameters, we tested batch sizes between 32 and 64. We employed callbacks,
EarlyStopping, which stops training when a monitored quantity has stopped improving on development sets.
The training generally stops after 9–10 epochs. Sentence lengths are automatically calculated for the dataset.
We randomly selected 10% of the training data as the development set. For Word2vec parameters, we used the
minimum word count of 1 and window size of 10. The experiments were conducted with Keras,5 which is a
high-level neural networks API, coded in Python.

4. Preliminary analysis

To understand the word usage across the genders, we mapped the words to a 2D semantic space. Figure 1
provides important pieces of information where the x and y axes point to how often a word appears in female
contexts and male contexts, respectively. We used logarithmic document frequency (log-df) to fairly scatter the
points and analyzed them. This figure further shows general document frequency of the word as indicated by
the diameters of the circles. It can be seen that although many common words are shared across genders, some
informative gender-dependent terms are found to scatter in the corresponding parts of the graph. The upper
left region, as male context, and the lower right region, as female context, include the informative words. Upon
closer inspection, even though the numbers of these distant and informative words are very low, they show the
traditional gender stereotypes. In the male context as shown in Figure 2a, the words are mostly related to
politics, sports, and business. On the other hand, in the female context shown in Figure 2b, words include the
topics of kitchen and family. This kind of discussion is beyond the scope of this paper.

5https://keras.io/
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Figure 1. Document frequency across genders.

(a) (b)

Figure 2. A set of two subfigures describes: (a) projection from male context; (b) projection from female context.
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Another observation is the analysis of the length of the articles. Figure 3 shows the box-plot representation
of the article length across genders. Interestingly, the average length of male articles is higher than the average
length of female articles.
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Figure 3. Article length across genders.

5. Experimental results
We measured the performances of the models in terms of accuracy, F1, recall, and precision. The F1-score is
only considered as our main metric. Table 2 shows all the scores of all ML algorithms across different BoW
representations by considering only the most frequent 5K and 10K features. First we compared the results of
BoW-char, BoW-uni/bi, and BoW-tfidf. However, experiments indicated that BoW-char had low performance
compared to all other variants of BoW. For this reason, we eliminated BoW-char and continued the experiments
with BoW-uni/bi and BoW-tfidf. BoW-tfidf is also calculated using the same range of n-values as BoW-uni/bi.
As expected, the comparison indicates that the results of BoW-tfidf outperform BoW-uni/bi because of the
composite weight employed for each term in each document. We also applied feature selection using mutual
information and χ2 to select the most informative features. While the former does not improve the performance,
the latter contributes to improving performance by selecting the 5K and 10K features with the highest values
for χ2 .

While the k-NN classifier with BoW-tfidf is the most successful algorithm with an F1-score of 81%
for 5K feature size, it has 82% for 10K feature size. SVM performed well and became the second most
successful classifier among other classifiers. Table 2 shows also the F1-scores of classifiers using the χ2 feature
selection criterion for BoW-tfidf. While the results indicate that the performance of all classifiers increases,
the performance of k-NN is dramatically decreased and shows slightly lower success ratio when the feature
selection algorithm is applied. Feature selection eliminates features with low discrimination power, leading to
improved performance so that the accuracy of some classifiers such as k-NN is decreased. The SGD classifier
outperformed all other classifiers with 91% for 5K and 93% for 10K feature size. While NB is already one of
the best classifiers for the text classification problem, it produced the worst results because of its reliance on
feature independence.
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Table 2. The F1-scores of classifiers based on BoW.

Dim: 5K uni/bi tfidf χ2

k-NN 65 81 68
NB 71 70 83
LR 74 76 81
SVM 73 77 83
SGD 72 76 91
DT 63 65 65
RF 59 61 63
MLP 75 76 71
Dim: 10K uni/bi tfidf χ2

k-NN 65 82 67
NB 72 71 83
LR 75 77 83
SVM 73 79 87
SGD 73 78 93
DT 65 64 65
RF 60 62 62
MLP 75 66 64

Table 3 shows the model performance of the classifiers for word embedding representations using Word2vec
and GloVe. The results indicate that Word2vec is more successful than GloVe in overall performance. Among
classifiers, k-NN outperforms other ML algorithms again. There is no significant difference between MLP, SVM,
and LR in some cases.

Table 3 also gives the scores of classifiers using Doc2vec. The results indicate that MLP has better
performance among other classifiers with 84% F1-score. Word embeddings effectively capture semantic relations
between words and calculate word similarities. However, we need relationships between sentences and documents
and not just words for the classification based on documents. When we compare the results of embedding models,
Doc2vec achieves reasonably good performance and outperforms GloVe and most of the Word2vec models.

Table 3. The F1-scores of classifiers based on Word2vec, GloVe, and Doc2vec.

Classifiers Word2vec GloVe Doc2vec
k-NN 80 74 81
NB 70 68 75
LR 79 72 82
SVM 78 74 82
SGD 76 50 76
DT 73 66 74
RF 78 72 76
MLP 80 73 84
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Table 4 shows the F1-score of the CNN and RNN models. The CNN model attained 69% and out-
performed RNN with significant difference. The validation set is part of the fitting of the model, so we also
evaluated the performance of our model for different combinations of hyperparameter values. While validation
accuracies of CNN are 83%, RNN has 67%. The dataset is also experimented on using the CNN-static and
CNN-rand architectures developed by [29]. The results showed that a simple CNN architecture can achieve
comparable results with CNN-static. CNN-rand gives better results than our CNN model. In such a case, all
words are randomly initialized and then modified during training in CNN-rand, which does not use embedding
weights.

Table 4. The F1-scores of CNN, RNN, CNN-static, and CNN-rand.

Models F1
CNN 69
RNN 58
CNN-static 68
CNN-rand 74

In this study, MLP/Doc2vec outperformed simple word embeddings, BoW-tfidf (without feature selec-
tion), and also deep neural network architectures. It only underperformed BoW-tfidf using χ2 . Doc2vec can
perform robustly when trained on larger corpora or can be further improved by employing the pretrained vectors.

Assessing the overall experiments, Table 5 shows that based on the experimental results, neural network
architectures cannot show better performance than traditional ML methods with regard to author gender
identification. Widely used algorithms such as k-NN, SGD, and MLP have proven to be efficient and successful
for author gender identification.

Table 5. The best F1-scores in overall experiments.

Models F1
SGD/BoW-tfidf-χ2 91 (5K)/93 (10K)
k-NN/Word2vec 80
k-NN/Glove 74
MLP/Doc2vec 84
CNN 69
RNN 58

For feature representation, many studies want to use and compare both traditional representations such
as BoW and embedding representations such as Word2vec or GloVe. Even though the drawback of the BoW
approach is the curse of the dimensionality, the BoW approach has still the power to solve our gender problem.
Feature selection also makes an important contribution to the system performance.

In recent years, unsupervised learned word embeddings models, particularly Word2vec and GloVe, have
seen tremendous success and significantly outperformed distributional semantics models such as LSA, LDA,
etc. However, these methods ignore sentiment information of texts and need a huge corpus. Normally, using
pretrained word embeddings that were trained on other large text corpora increases the accuracy of the model.

We furthermore carried out analysis to investigate the impact of vector embedding dimensions. As
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expected, we observed that system performance is definitely dependent on the size of the vector up to an
optimum point. We checked the effect of the dimension by gradually changing the size from 100 to 500. Our
results show that as the vector size increases, all the models show better performance for Word2vec, GloVe,
and Doc2vec. The optimum value appears to be 300. Vector size has been discussed in many studies and the
mostly preferred size is generally in the range of 100–500, depending on the problem and application domain.

Although the performance of deep neural networks depends on hyperparameters and training parameters
such as dimension size, the size of the dataset is also important to achieve better results. When the size of the
corpus is increased, naturally the results can be affected. In this study, the number of tokens in the dataset was
1.6M. Utilizing different very large datasets other than articles will be part of our further study. In addition,
embeddings based on Word2vec, GloVe, and Doc2vec have been constructed from three Turkish corpora in this
study. It could be important to determine whether using different Turkish embeddings (pretrained embeddings)
instead of the current one would have a significant impact on the obtained performances. Some studies [23, 24, 35]
employed combinations of CNN + long-short term memory (LSTM) or recurrent CNN to address the limitations
of the RNN and CNN models for text classification. These studies provide insights to increase the accuracy of
CNN and RNN models.

For the Turkish language, [27] proposed an n-gram model for identifying the gender of an author. The
authors used C4.5, NB, SVM, and RF as classifiers with bi/trigram features and also CFS to obtain the feature
subset. Although they showed that SVM outperformed all classifiers with 96.3% accuracy, cross-validation
was not applied and the size of data was limited. The authors used 140 texts from females and 392 from
males. To make a comparison, we ran another experiment with a similarly sized dataset as in [27]. We ran all
the experiments with four more classifiers and achieved 96% with SGD in our study. Besides this result, the
main contribution of our study is applying embeddings and complicated neural networks architectures to larger
datasets.

6. Conclusion

In this study, we evaluated traditional ML and neural networks architectures to address the problem of author
gender identification for Turkish. First, a list of ML classifiers was trained using several vector representations
obtained by the variants of BoW and also distributed vector representations such as Word2vec, GloVe, and
Doc2vec. We also trained and compared the results of a simple CNN and RNN.

A variety of experiments were conducted for the author gender identification problem in the Turkish
language. The results indicated that the traditional ML algorithms outperformed CNN and RNN. While
SGD/BoW-tfidf with χ2 was found to be the best classifier with 91% F1-score for 5K feature size among ML
methods, CNN achieved an F1-score performance of 69%. Doc2vec achieved a comparative performance with
BoW-tfidf using MLP classifiers.

We also tested the system with regards to the size of dimensions, training architecture, and so forth.
Hyperparameters and training parameters did not significantly improve the results. We did not observe any
statistically important difference in dimension, batch size and training models such as, CBoW and SG.

In conclusion, this study is considered to be the first important attempt to use deep learning methods
for the author gender identification problem in Turkish. Our proposed model is promising and gave successful
results for this problem. As a future work, we will conduct some experiments using stylometric features and
compare them with other deep neural network architectures such as LSTM and GRU with more datasets.
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