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Abstract: In this paper, a new representation of Farsi words is proposed to present the keyword spotting problems in
Farsi document image retrieval. In this regard, we define a signature for each Farsi word based on the word connected
component layout. The mentioned signature is shown as boxes, and then, by sketching vertical and horizontal lines, we
construct a grid of each word to provide a new descriptor. One of the advantages of this method is that it can be used
for both handwritten and machine-printed texts. Finally, to evaluate the performance of our system in comparison to
other methods, a database that contains 19,582 printed Farsi words is examined, and after applying this approach, a
recall rate of 98.1% and a precision rate of 94.3% are obtained.
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1. Introduction
Due to the increase in digital libraries and paper documents in offices, their organization and management now
take significant amounts of time and energy. This problem appears more often when a specific document among
a huge volume of documents is needed. In order to solve such difficulties, paper documents have to be scanned
and archived; then, to find a specific document that is needed, some methods are established. This process is
called document image retrieval, which has been a hot topic in recent years.

To search for a keyword in document images, first of all, by optical character recognition (OCR), we have
to convert the format of document images from pictorial format to text format, which is translatable by the
machine [1], and then by the use of the traditional methods of document retrieval, the target word is sought in
the text. Although OCR is frequently used by researchers in this area, it has some disadvantages that cause
OCR to be inappropriate in all retrieval cases. The most important of these disadvantages is that it costs a lot
in converting huge amounts of documents and also it is not sufficiently successful in applying it on low quality
texts and documents with complicated layout. Additionally, there is no robust OCR method available yet for
Farsi language scripts [2, 3]. In order to overcome these problems, researchers suggested another method for
document image retrieval that is called keyword spotting or, more simply, word spotting [4].

Historically, word spotting was first defined in the context of speech processing [5–7]; later on, it was also
developed in the context of document image processing in machine-printed texts [8–10]. In document image
processing, keyword spotting system gives a “yes” or “no” answer to the user’s query by spotting the keyword
without doing any letter recognition [11, 12].
∗Correspondence: cem.ergun@emu.edu.tr
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In recent years, much research has been done in the field of keyword spotting in document images,
mostly for the English language with Latin letters, and some work has been done on Korean [13], Chinese
[14], and Arabic [15–17] languages, as well. So far, there are few papers related to keyword spotting in the
Farsi language. For example, in [18, 19], a system was presented for machine-printed image retrieval of a Farsi
word. The main idea used is based on font recognition of document images and the correction is done on
the font face and the font size of the query word according to the document’s image of the keyword before
searching. The similarity between the user’s query and images involved in document images is done based on
the XNOR similarity measure. Then the topological features of the image, such as the number of holes, number
of ascenders/descenders, and number of dots, are used to improve the results. The method is based on pixel
resolution and is limited to training fonts. This means that it does not have the capability of extending to more
font faces and also has an extra step to recognize the font size, which has a heavy computational load for the
system. In [20], by using Farsi topology features such as number of dots, number of subwords, and number of
holes, a new way of coding and retrieval of Farsi document images was shown. The work in [20] also contains
a way to detect fonts in Farsi texts, which is based on tiny connected components. In another paper published
by Ebrahimi and Kabir [21], a method based on the whole shape of words and subwords was presented. Here,
principal component analysis (PCA) is used for compressing feature vectors. Then k-means is used for clustering
of subwords and the average of each cluster is placed in one pictorial dictionary. Furthermore, an interesting
method for retrieval of Farsi document images was introduced in [22], which is independent of recognition. Here,
the upper contours of words are extracted and then a picture dictionary of these features is made, and each
subword is shown as a combination of contour strokes that includes upper, lower, and middle positions of the
baseline. As another example, the work proposed in [23] depends on the feature of the shape of printed words
in the recognition of Arabic texts written in three different fonts, two of which are synthetic. Several features
such as dots, directional segments, directional cavities, junctions and endpoints, connectors, inner word spaces,
and descenders of the Arabic printed words are extracted and saved in a dictionary. The proposed method
published recently in [24] determined the ratio of the subword width to the subword height and confined the
search range to this ratio. This ratio is calculated according to the symbol positions on a pixel by pixel basis.
The large number of subwords is the disadvantage of this method.

As was mentioned earlier, most of the studies on this topic were done in the English language, and we will
use some of them in this paper. For instance, a method of retrieval of English document images that is based
on word shape coding was done in [25]. In that method, the authors used topological features such as character
holes, ascenders/descenders, and character reservoirs. The impressive point of this method is that documents
can be retrieved by word shape coding based on both the query of the keyword and the query of the document
image. The advantage of shape coding over character encoding is that it has high accuracy in documents with
low quality and does not have letter segmentation errors. The attempt made in [26] depends on word recognition
without considering OCR. First, a document image retrieval system is divided into two phases: online and offline
phases. Then indexing operations are done in the offline system and retrieval operations are used in the online
system. Some features are used in the features field such as height to width ratio, word area density, center
of gravity, vertical projection, top–bottom shape projections, and upper grid features. Keyvanpour and Tavoli
used a feature weighting method to improve their system, which is based on the correlation of features [27].

The main challenges to create a system with good precision in Farsi language scripts are letters’ cohesion,
existence of dots and symbols, overlapping letters, merging of adjacent letters, and the complication of letters’
layouts. Farsi words have a special complication in their letter layout. This property can be considered as a
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positive and useful property of Farsi words. The locative layout structure of a word image and classification of
components of its layout have useful information for recognizing Farsi words. According to a literature review
above and considering the method discussed in [2, 3], in this paper, we propose a new model for machine-
printed Farsi text retrieval based on the similarities of layout of components in Farsi words. The new method is
actually the implementation of the method proposed in [28, 29]. In [28, 29] the retrieval procedure only needs
to compute the signature of the query image and compare it to the other images in the dataset, and the method
only considers components as paragraphs or pictures and does not count word by word. In our method, we
will consider the layout signature of any words in a text as single word. This method is also tested on some
document images.

The remainder of this paper is organized as follows: Section 2 describes our proposed method, Section 3
summarizes the experimental results, and, lastly, Section 4 presents conclusions of this paper.

2. Proposed method
2.1. Preprocessing
In this section, in order to characterize word images using their layouts, we assume that a word image has
been deskewed [30, 31] and segmented [31, 32] into components. In our proposed method, any Farsi word is
demonstrated by bounding boxes. During implementation, the “bwlabel” function is used in MATLAB software
to extract label connected components for binarized word images. Next, using the “regionprops” command, a
bounding box representation of words is constructed. Each bounding box contains four segments (two vertical
segments and two horizontal segments) with start point (xs, ys) and endpoint (xe, ye) . The collection of all
bounding boxes in word layout is shown by B = {b1, b2,…, bnB

} , where nB equals the number of bounding
boxes. The order of boxes is considered to be started by the upper box on the left-hand side. This means
that the counting of boxes is started by b1 , which is located on the upper left side, and this process goes on
in the same way. To remove possible ambiguities, the horizontal and vertical lines are denoted by hi and vi ,
respectively.

Clearly, hi : (xs
i , yi) → (xe

i , yi) , and similarly, vi : (xi, y
s
i ) → (xi, y

e
i ) . After extracting all of the

horizontal and vertical lines, we arrange them in ascending order based on their y-component for horizontal
lines and x-component for vertical lines. It should be noticed that the numeration of hi s is started from top to
bottom of the box and vi s are ordered from left to right. The sequences containing all ordered lines (horizontal
and vertical) are denoted by H and V , respectively, and can be expressed as follows:{

H = {h1, h2,…hnH
} yi ≤ yj if i ≤ j

V = {v1, v2,…vnV
} xi ≤ xj if i ≤ j,

(1)

where nH is the number of all horizontal lines and nV is the number of vertical lines. The collection of all
boxes and each box’s vertical and horizontal lines is called a word layout signature (WLS). Now, to make all
explanations more clear, consider the word Semnan in Figure 1, which is the name of a city in Iran.

The bounding box representation of Semnan is shown in Figure 2, and after removing the letters, the
word layout boxes and horizontal and vertical layout lines of it are demonstrated in Figures 3a, 3b, and 3c,
respectively.

In comparison to the other methods for keyword spotting, our method does not depend on the font size,
font face, or handwritten types of the word and the signatures that are extracted are almost equal for different

1479



ERGÜN and NOROZPOUR/Turk J Elec Eng & Comp Sci

Figure 1. Farsi machine-printed word Semnan.

Figure 2. The bounding box representation of handwritten Farsi word Semnan.

Figure 3. Word layout bi (a), horizontal layout lines hi (b), vertical layout lines vi (c).

types and sizes of handwriting. To illustrate this, we demonstrate four different types of handwriting of the
word Persian in Figure 4.

Figure 4. Word layout signatures of Persian.

2.2. Feature extraction
Before starting the following section, first of all, the concept of a grid must be defined. To do so, by considering
the groups of horizontal and vertical lines in Eq. (1), Grid(H ,V ) is obtained as a simple operation, the
combination of lines done on the WLS. In Figures 5a and 5b, the grid and cells of the word in Figure 2 are
shown, respectively.

Now it is the time to construct descriptors for Farsi document image retrieval. The mentioned descriptor
contains 21 components that will be clarified later on. To evaluate its entries, first and foremost, we consider
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Figure 5. The grid (a) and cells (b) of the word layout of Farsi word Semnan.

the following functions as in [28]:

Bk = Intersec
(
bk, Grid(H,V )

)
(i, j) =

{
1 if bk ∩Grid(H,V ) ̸= ∅
0 if bk ∩Grid(H,V ) = ∅

(2)

and

segment
(
bk, Grid(H,V )

)
=

nH∑
i=1

nV∑
j=1

Intersec
(
bk, Grid(H,V )

)
(i, j), (3)

where i = {1,…, nH} , j = {1,…, nV } , k = {1,…, nB} , and bk ∈ B .
Eq. (2) produces an nH ×nV matrix Bk for any box or cell in word layout signature and the segment of

each box is defined as the summation of entries of its matrix, which will be appended to the end of descriptors.
According to relations above, the structure of feature vectors can be constructed as shown in Table 1.

Table 1. The structure of feature vectors.

Position Feature
1st position nH

2nd position nV

3rd position nB

4th–21st positions segment
(
bk, Grid(H,V )

)
Let us find these remaining descriptors of the word shown in Figure 3. As can be seen, there are 7

horizontal lines and 8 vertical lines. In this case, we have four cells, which means that there must be four 7× 8

matrices to represent the intersection of any cell with Grid(H,V ) . Now, using Eq. (2), we obtain the matrices
below:

B1 =



0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0
0 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


, B2 =



0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0
1 1 1 1 0 0 0 0


, B3 =



0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 0
0 0 0 0 0 1 1 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


,

B4 =



0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 1 1 1 1
0 0 0 0 0 0 0 0


.
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Eq. (3) implies that the segments of each box can be calculated by counting the number of the 1s in each
matrix (i.e. b1 =4 , b2=12 , b3=4 , and b4=24). Finally, the feature vector is formed after concatenating these
segments according to the order in Table 1:

i.e. < 7, 8, 4, 4, 12, 4, 24, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 > .

The length of the feature vector is set to 18 in our database, which means that the largest word has 18

bounding boxes. If the number of cells is less than 18 , the remaining components of the segment will be zero.
The sensitivity of this type of representation to font size and font face is very low. To show this, we compare
two different font faces, Nazanin and Roya, with sizes 14, 16, and 18 for the Farsi words Semnan in Figure 1
and Ahraz in Figure 6.

Figure 6. Farsi machine-printed word Ahraz.

The results are shown in Figure 7, which shows that the feature vectors are very close to each other.

(a) (b)

Figure 7. Feature vectors of the words Ahraz (a) and Semnan (b) for some Farsi fonts with font sizes 14, 16, and 18.

In order to improve the accuracy of the results, not only is the letter layout method used, but also
topological features such as dots, holes, ascenders, and descenders are applied. In the Farsi alphabet, the
number of letters with at least one dot, hole, descender, or ascender are 17, 10, 18, and 6 (out of 32), respectively.
This implies that these features are very useful to increase the precision rate and these play an important role
in distinguishing the correct instances among the selected phrases from the document images. By applying
these features, the number of components in descriptors will increase by four, which are located at the end of
the descriptors, and also these yield an increase in precision without affecting recall significantly. This causes
Fmeasure to increase. The mentioned features are shown in Figure 8.
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2.3. Measure for word spotting
The process presented in this section helps us to find a word image that we are looking for in our dataset.
Once the descriptors for each word are extracted, we can continue to task spotting, the search for the existence
of keyword occurrences in a document image. The procedure of detecting a query word image among a huge
number of documents is depicted in Figure 9.

Figure 8. Farsi letters with topological features.

Query 
Word Image

Bounding Box 
Representation

Feature
Extraction 

Descriptor
<7,7,4,4,12,24,0,

…  0>

Descriptors 
for 

Each word 

Calculate Minkowski 
Distance

Calculate 
Document Rating

Display Results

Figure 9. The block diagram of the matching process using WLS.

As can be seen, the comparison process recognizes the word images involved in documents that have a
lot of similarities to the extracted feature. At first, the descriptors of query word images are created. Then they
are compared to the feature vectors of all documents in the dataset. This comparison is done by calculating the
Minskowski distance (MD ) between query descriptors (Qk ) and descriptors of each word in the documents as

1483



ERGÜN and NOROZPOUR/Turk J Elec Eng & Comp Sci

shown in Eq. (4):

MD(i) =

21∑
k=1

|Qk −Wk(i)|, (4)

where MD(i) denotes the Minskowski distance between Qk and the ith word image in the dataset, which is
shown by Wk(i) . Then, the similarity rate, which is in the range of 0 to 100, is calculated for each word image
as in Eq. (5):

Ri = 100(1− MD(i)

max(MD)
). (5)

Here, max(MD) equals the maximum distance MD(i) found in our dataset. Clearly, if MD(i)
max(MD) approaches

1, the similarity rate will decrease, which displays that the result is farther away from our target.

3. Experimental results

The experiments are carried out on a 2.6 GHz dual core processor with 4 GByte RAM PC. To implement the
system explained in this paper, two datasets are considered. The first dataset is used to evaluate the execution
time for the proposed spotting system as opposed to the Farsi commercial OCR1 system. This dataset contains
10 full pages of handwritten Farsi text. Fıgure 10 is a part of a page of dataset 1.

Figure 10. A part of one page used for dataset generation.

We know that OCR means the recognition of printed or written texts by computer through scanning of
the text character by character and analyzing it. We compare the performance of the OCR system for dataset1
with our proposed system, and the results are shown in Table 2.

As can be seen from the table, our method is three times faster to spot a page.
In another experiment, a second dataset is used to determine the efficiency of the system by using WLS

extraction. This dataset includes 19,582 unique word images, which are selected from the dataset used in [34],
which contains 2.6 million words (this corpus is also known by its author’s name, Bijankhan). Most of these
words are numbers, prepositions, and conjunctives; therefore, we eliminated most of the the unnecessary words
to get 19,582 word images. There are 502 Farsi printed words, which are combinations of different types of

1http://farsiocr.ir
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Table 2. Average elapsed time for total recognition for one and ten pages of Farsi text.

Average elapsed time for
one page 10 text pages

Commercial Farsi OCR 6.9 s 68.152 s
Proposed method (page segmentation +
feature extraction using WLS)

(1.56 s+0.64 s)=
2.2 s

(14.215 s+7.190 s)=
21.405 s

handwritten and machine-printed words with variant sizes and font faces. Each word is repeated at least 40
times. The lengths of words vary between 4 and 12 characters. The proposed system is tested in two modes:
considering topological features and not considering them.

To investigate the efficiency of the method, we have to check the ability of the system to find the relevant
query image within a dataset. To do so, three criteria [19], precision, recall, and Fmeasure , are calculated as
shown in Eqs. (6), (7), and (8), respectively.

P =
Number of correctly identified images

Number of correctly identified images + Number of identified images that were not correct , (6)

R =
Number of correctly identified images

Number of correctly identified images + Number of rejected images that were correct , (7)

Fmeasure =
2PR

R+ P
. (8)

In our implementation, we evaluate threshold δ as the similarity measure from 0.8 to 1 in increments
of 0.05 and the documents with similarity rate more that δ will be shown to the user as the result. Tables 3
and 4 below summarize the average precision, recall, and Fmeasure rate of the words in dataset2 using different
threshold δ values by not considering topological features and by considering them.

Table 3. Average precision, recall, and Fmeasure for different δ values, without applying topological features.

δ 0.8 0.85 0.9 0.95 1
Precision 0.763 0.824 0.892 0.923 0.941

Recall 1 0.979 0.953 0.863 0.753

Fmeasure 0.866 0.895 0.921 0.892 0.837

Table 4. Average precision, recall, and Fmeasure for different δ values, with topological features applied.

δ 0.8 0.85 0.9 0.95 1
Precision 0.832 0.874 0.943 0.931 0.972

Recall 1 0.987 0.981 0.864 0.753

Fmeasure 0.908 0.927 0.962 0.896 0.849

Clearly, as precision rate increases, recall rate decreases, and vice versa. Therefore, we have to maximize
either recall or precision to construct a balanced recognition system. For this reason, we should use Fmeasure ,
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which is the harmonic mean of recall and precision. Putting the parts together, as δ decreases, the recall
increases since the system will identify more descriptors and the images close to the query. However, while
recall increases, the precision decreases since not only are true positive results (the number of correctly identified
images) increasing, but also false positive results (the number of identified images that were not correct) will
increase. It is noticeable that the average Fmeasure , which shows the efficiency of our method, takes its highest
value, which is 0.962 , at δ = 0.9 . One can deduce that to achieve the highest performance, δ must be considered
as 0.9 .

Lastly, let us have a quick look at the other methods used in [19, 20] and their efficiency rate, and then
compare them to our proposed method. These results are shown in Table 5.

Table 5. Best precision, recall, and Fmeasure rates for some similar works and our proposed method.

Precision Recall Fmeasure

Method in [19] 0.975 0.921 0.947
Method in [20] 0.923 0.840 0.879
Proposed system 0.943 0.981 0.962

The highest performance of the system defined in [19] is at δ = 0.85 with precision of 0.975 and recall of
0.921, and consequently, Fmeasure is found as 0.947. The results in [20] are 0.923, 0.84, and 0.88, respectively.
In comparison to the other methods, among all of the Farsi spotting systems, our approach based on WLS
shows the highest performance in terms of recall and Fmeasure and it has less complexity during the spotting
process.

4. Conclusion
Although printed documents and handwritten ones are different from each other, this difference is not viewable
in some cases. Our word spotting system is not vulnerable since this method is accomplished for the general
Farsi printed word images, whether they are handwritten or machine-printed. Using the proposed method, a
new descriptor is defined for each word, which does not depend on the font face and size. Therefore, the time
required to recognize the font size is eliminated, which causes the system to be faster. In this method, when a
keyword is entered to be spotted in the document without considering its font face and its size, the descriptor
of that word will be created. By using the Minskowski distance, the spotted word will be compared with the
feature vector of all the words in the dataset. Then the word with less distance and the highest similarity rate
will be shown to the user. We have found that using topological features assists in increasing the efficiency rate.

On a final note, the results of implementations confirm that this document image retrieval system is
faster and higher in performance than those already in use.
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