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Abstract: This paper presents a new method for extraction of accent information from Urdu speech signals. Accent
is used in speaker recognition system especially in forensic cases and plays a vital role in discriminating people of
different groups, communities and origins due to their different speaking styles. The proposed method is based on
Gaussian mixture model-universal background model (GMM-UBM), mel-frequency cepstral coefficients (MFCC), and a
data augmentation (DA) process. The DA process appends features to base MFCC features and improves the accent
extraction and forensic speaker recognition performances of GMM-UBM. Experiments are performed on an Urdu forensic
speaker corpus. The experimental results show that the proposed method improves the equal error rate and the accuracy
of GMM-UBM by 2.5% and 3.7%, respectively.
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1. Introduction
Pronunciation varieties of a spoken language are known as accent [1, 2]. Accent generally refers to ways of
pronouncing a language within a community. Remarkable attempts have been made to automatically extract
accent from the speaker’s utterances [3, 4]. Accent provides information about geographical and territorial
origin of speakers [5, 6]. Other applications of accent are telephone-based assistant systems, telephone banking,
voice mail, voice dialling, and e-learning [7, 8].

This paper deals with extraction of accent from Urdu speech signals for forensic speaker recognition.
Speaker profiling, prison call monitoring, and biometric authentication are used by law enforcement agencies to
identify the geographical and territorial origin of the criminal suspects [9, 10]. Urdu is the national language
of Pakistan. Pakistan is a multilingual country, where people understand, communicate, and speak Urdu along
with their native languages. Accents of different native/regional languages of Pakistan such as Punjabi, Sindhi,
Balochi, and Pashto influence the Urdu accent [11]. Variations in Urdu accent are used by forensic experts for
speaker profiling and identification of territorial origin, geographic background, and ethnicity of the suspects.

Urdu, compared to English and other international languages, is an underresourced language. Limited
work on Urdu accent extraction and recognition is available [12, 13]. The work that is available is either text-
or speaker-dependent. In contrast, this paper deals with speaker- and text-independent accent recognition
using a new method and applies the extracted accent information in improving the forensic speaker recognition
accuracy. The main contributions of this paper are:
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• A new speech corpus for Urdu accent recognition,

• A new speech corpus for Urdu forensic speaker recognition,

• A comparison of different speech features for Urdu accent recognition,

• A comparison of different classifiers for Urdu accent recognition,

• A new method for extraction of accent information from Urdu speech signals.

The rest of this paper is organized as follows: Section 2 presents an overview of accent and forensic speaker
recognition techniques. Section 3 presents the proposed method. Section 4 presents the experimental setup and
results. Finally, the paper is concluded in Section 5.

2. Related work
Accent provides information about the speaker’s culture and territorial background [14]. Accent along with
acoustic features such as pitch, density, and amplitude are used by forensic experts to make suspect identification
decisions [15]. The traditional approaches of forensic speaker recognition are based on manually examining the
recordings, which is time-consuming and laborious work. The need for easy-to-apply, reliable, and automatic
methods for forensic speaker recognition is rapidly growing [16]. Accent recognition, in this regard, plays a vital
role to automate the process of speaker profiling and produces additional information to support either defense
or prosecution in forensic cases. With accent recognition system, the search space for identifying a suspect
can be limited to an ethnic or regional suspects group [5]. Listening to a speaker, when he/she is speaking a
foreign language, it is sometimes difficult to make a decision about his/her accent. With an automatic accent
recognition system, this process can be made easy and efficient [17].

In forensic cases it is examined whether a questioned voice belongs to a suspect or not [18]. With accent
recognition it becomes relatively simple because the speaking style and way of pronunciation vary from person to
person and region to region and results in distinct speech features, which can be used for accent recognition [19].
In [20], different speech features are compared in order to identify appropriate and robust ones for forensic accent
recognition. The mel-frequency cepstral coefficients (MFCCs) features are widely used [21]. The performance
of different classifiers like Bayesian theory, K-nearest neighbour (KNN), neural network etc. are also compared
using MFCC features for accent recognition. It is shown that MFCC compared to traditional feature extraction
methods like linear predictive coding (LPC) and linear predictive cepstral coefficients (LPCC) are effective and
robust. KNN with MFCC is found suitable for accent recognition in [22] whereas Gaussian mixture models
(GMM) and support vector machines (SVM) are used with MFCC in [23, 24]. The selection of features and
classifiers vary with respect to speech corpuses and applications. Table 1 summarizes features and classifiers
that have been used for accent recognition.

A Panjabi-English in Bradford and Leicester corpus is investigated in [20] to estimate accent similarities
across different linguistics in UK. The investigation of accent is then used in forensic casework. Similarly, an
Urdu speech corpus consisting of 139 different district names of Pakistan is constructed in different regional
accents like Punjabi, Pashto, Sindhi, Balochi, Seraiki, and Urdu [11]. The corpus is then used for automatic
speaker recognition for which the accent information is first extracted from the speech samples to improve the
speaker recognition rates [11].
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Table 1. Summary of features and classifiers for accent recognition.

Method Classifier Features Applications
Huang et al. [2] GMM, independent compo-

nent analysis (ICA), prin-
cipal component analysis
(PCA), and hidden Markov
model (HMM)

MFCC Accent adaptation and speech recog-
nition

Sinha et al. [3] Neural network MFCC and perceptual
linear prediction coeffi-
cients (PLP)

Accent identification with different
acoustic-phonetic features

Lyn [5] GMM and K-nearest neigh-
bour (KNN)

MFCC and LPC Gender and accent identification
from Malaysian english

Abbas et al. [25] Linear discriminant analysis
(LDA)

MFCC Pashto isolated digits database
development and recognition for
Yousufzai dialect

Huang et al. [26] GMM and hidden Markov
model (HMM)

MFCC Accent and gender recognition

This paper focuses on Urdu accent recognition and its applications in forensic speaker recognition. For
this purpose two different Urdu speech corpora are constructed. The first corpus is used for accent recognition
only and consists of text- and speaker-independent samples whereas the second corpus consists of speech samples
for accent-based forensic speaker recognition.

3. Proposed method
Figure 1 shows a block diagram for the proposed method. The block diagram consists of an Urdu speech corpus,
training & test data, data augmentation, GMM-UBM training, classification, and performance measures.

Urdu Accent 
Speech 
Corpus

Test data
Data 

Augmentation
ϕ  

Training data
Data 

Augmentation
ϕ

Accent 
Independent 

model
λubm

Classification

Ʌa

Accuracy and 
Equal Error Rate

Accent 
dependent 

models
λa

Speech Features

Speech Features

GMM-UBM

Figure 1. Block diagram for the proposed method for recognition of accent from Urdu speech.

3.1. Urdu speech corpus
The Urdu speech corpus consists of speech samples. These samples were collected from different Internet
sources. The corpus consists of four different Urdu accents, namely Punjabi, Pashto, Sindhi, and Balochi.
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Table 2 summarizes the Urdu speech corpus. The corpus is used for Urdu accent recognition only. Each accent
category of the corpus consists of 70 different speech samples. Each sample belongs to a different speaker,
which means that there are 70 different speakers per accent category. Each sample is 15-s long, in WAV format,
monochannel, and is sampled at 16 kHz. Each sample is also different from all the other samples in the corpus.
The reason for this is to implement text- and speaker-independent Urdu accent recognition compared to [11].
Total number of samples in the corpus are 70 speakers×4 accents = 280 samples.

Table 2. Summary of Urdu Speech corpus for Urdu accent recognition.

Accents Number of
samples

Number of fe-
male speakers

Number of male
speakers

Duration per
sample

Nature of
samples

Punjabi 70 30 40 15 seconds Speaker
Sindhi 70 32 38 15 seconds and text
Pashto 70 35 35 15 seconds independent
Balochi 70 31 39 15 seconds

3.2. Training and test data

Samples of each accent category are randomly divided into two disjoint sets. One set for training and the other
one for testing. The training set consists of 50 samples whereas the test set comprises 20 samples.

3.3. Speech features

The MFCC algorithm is used for extraction of speech features from the speech samples. The experimental
results of Section 4.3 show that MFCC outperforms other speech features.

3.4. Data augmentation

Data augmentation (DA) is one of the main contributions of this paper. DA appends features to base MFCC
features to improve accent and forensic speaker recognition accuracies. It is different from feature mapping
used in support vector machines (SVM) [27]. In contrast, this paper uses DA to enhance the Urdu accent and
forensic speaker recognition accuracies of GMM-UBM classifier [28]. To understand the proposed DA process,
let Xj = [x1, x2, x3, ....., xn] be an n-dimensional feature vector and Xj ∈ ℜn . A transformation φ is applied
on Xj to obtain a feature vector X ′

j as follows:

X ′
j = φ(Xj) =

[
x1 x2 x3 ..... xn

x2
1 x2

2 x2
3 ..... x2

n

]
(1)

The DA process transforms 1 × n sized feature vector Xj into X ′
j i.e a feature matrix of size 2 × n , where

x2
i is obtained by squaring the ith element of Xj . Our experimental results show that such a DA process

improves the accuracy of GMM-UBM classifier and outperforms base MFCC features and the features obtained
by appending delta (∆ , first derivative of MFCC) and delta-delta (∆2 , second derivative of MFCC) to base
MFCC features in the same fashion as x2

i . The experimental results also show that it also outperforms linear
SVM and SVM based on polynomial and RBF kernels.
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In case of sequence of training feature vectors i.e X = [X1, X2, X3, ....., Xm] , where the size of each
feature vector Xj is 1×n and the size of X is m×n , where m represents number of training feature vectors.
Through the proposed DA process, a new sequence of training vectors X ′ are obtained i.e X ′ = φ(X) . The
size of X ′ is 2m× n because each 1× n vector is mapped to 2× n sized feature vectors using (1).

3.5. Accent-independent model (λubm )

The training speech features after passing through the proposed data augmentation process is provided to
GMM-UBM classifier for training purpose. GMM-UBM is trained using different Gaussian mixture components
starting from 2 up to 256 components. GMM-UBM provides an accent-independent model known as the
background model (λubm ). To obtain λubm , GMM-UBM combines the training speech features of all the
accent categories and computes M-different Gaussian mixture components as illustrated in Figure 2a. λubm

model is parameterized by M Gaussian mixture components having mixture weights as ωi , mean vectors as µi

of size n× 1 , and n× n sized covariance matrices Σi and
∑M

i ωi = 1 . The mixture density for feature vector
Xj ∈ ℜn is then obtained as follows:

p(Xj |λubm) =

M∑
i

ωipi(Xj) (2)

The density is a linear combination of M Gaussian densities:

pi(Xj) =
1

(2π)n/2|Σi|1/2
exp

{
−1

2
(Xj − µi)

′(Σi)
−1(Xj − µi)

}
(3)

In case of a sequence of feature vectors, where X = [X1, X2, X3, ....., Xm]T the log likelihood is computed as
follows:

log p(X|λubm) =

m∑
t=1

log p(Xt|λubm) (4)

3.6. Accent-dependent model (λa )

Accent-dependent models (λa ) are computed from λubm with Bayesian adaptation process [29]. The adaption
process adapts the parameters of λubm i.e. mean, covariance, and mixture weights for each accent category
by using its training speech features as illustrated in Figure 2b. In our case there are four different accent
categories i.e. a = {1, 2, 3, 4} . Let Xa = [Xa1

, Xa2
, Xa3

, ....., Xak
]T be a set of training feature vectors of ath

accent category, and let i be the ith Gaussian mixture of λubm , then:

Pr(i|Xat) =
ωipi(Xat

)∑M
j=1 ωjpj(Xat

)
(5)
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(a) (b)

Figure 2. Illustration of GMM-UBM method for estimation of (a) accent-independent model λubm and (b) accent-
dependent model λa .

Pr(i|Xat
) is used in the computation of sufficient statistics for parameter adaptation as follows:

si =

k∑
t=1

Pr(i|Xat) (6)

Ei(x) =
1

si

k∑
t=1

Pr(i|Xat
)Xat

(7)

Ei(x
2) =

1

si

k∑
t=1

Pr(i|Xat
)X2

at
(8)

The sufficient statistics create the adapted parameters for ith mixture of accent model λa from the ith mixture
of λubm as follows:

ω̂i = [αω
i si/k + (1− αω

i )ωi]γ (9)

µ̂i = αm
i Ei(x) + (1− αm

i )µi (10)

σ̂2
i = αv

iEi(x
2) + (1− αv

i )(σ
2
i + µ2

i )− µ̂2
i (11)

where αω
i , αm

i , αv
i are the adaptation coefficients, γ is a scale vector computed over all the adapted mixture

weights to ensure they sum to unity and αp
i , p ∈ {weight(ω), mean(m), variance(v)} is defined as:

αp
i =

si
si + rp

(12)

where rp is a fixed relevance factor for parameter p and r = 16 is used.

3.7. Classification

Each accent-dependent model λa is parameterized by ω̂i, µ̂i, σ̂2
i . Test samples are provided to λubm and λa

for accent recognition/classification. Let there be a test sample, which consists of a sequence of test feature
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vectors Y = [Y1, Y2, Y3, ....., Yk]
T , where Yk ∈ ℜn . Then the difference between log-likelihood is computed as:

∧a(Y ) = log p(Y |λa)− log p(Y |λubm) (13)

â = arg 4max
a=1
∧a (14)

Accent is predicted for the test sample. The predicted accent ( â) belongs to an accent category of the corpus
which maximizes ∧a . After that, accuracy and equal error rate (EER) are computed.

4. Experimental setup and results

This section presents experimental setup and results. The experimental results are divided into two parts.
In the first part a comparison of different features and classifiers is presented for Urdu accent recognition
and the performance of the proposed method is compared with state-of-the-art methods. In the second part,
experimental results for forensic speaker recognition are presented with and without using the accent information
for speaker recognition.

4.1. Performance measures
Two different performance evaluation metrics are used, i.e accuracy and EER. Accuracy is defined as a ratio
of correctly classified samples to total number of test samples. For instance, if a classifier correctly classifies
20 samples out of 30 test samples then accuracy would be (20 × 100)/30 = 66.7%. EER is defined as a point
where the false acceptance rate becomes equal to the false rejection rates.

4.2. I-vector
For I-vector, first M Gaussian mixture components are extracted from combined training samples of all the
accent categories, as explained in Section 3.5 for accent-independent model (λubm ). In fact these components
represent the universal background model (UBM). Each mixture component c is parameterized by a weight
(ωc ), mean (µc ), and covariance matrix (Σc ). Let us say that each feature vector is n dimensional. To capture
interutterance (training speech samples) variability, an R × 1 vector y (i.e. I-vector) is associated with each
utterance. Similarly with each mixture component c an n× R matrix Vc , is associated. In this paper we use
different values for R (I-vector dimension) i.e. 10 to 200 with step size of 10. The dimension that gives the best
results for a given number of Gaussian mixture components is presented in the experimental results section.

The feature vectors of each utterance associated with the mixture components are supposed to be
distributed with mean mc and Σc as:

mc = µc + Vcy (15)

The likelihood for the utterance having Xt as a sequence of feature vectors is computed as

∑
c

(
Nc ln 1

(2π)n/2|Σc|1/2
− 1

2

∑
t

(Xt − Vcy −mc)
∗Σ−1

c (Xt − Vcy −mc)

)
(16)

where ∗ is conjugate transpose, the sum over c is over all mixture components, the sum over t is over all
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features aligned with c , Nc , and Fc are defined as follows using the Baum-Welch statistics:

Nc =
∑
t

γt(c) (17)

Fc =
∑
t

γt(c)Xt (18)

where γt(c) is the posterior probability that Xt is generated by the mixture component c and it is calculated
using the UBM (i.e. accent-independent model). In fact, in I-vector method, the parameters of each mixture
component i.e. µc and Σc are copied from the UBM and only matrix Vc is estimated from the speech samples of
the training set. Moreover, the posterior distribution of y for a given utterance is calculated with an assumption
that prior is standard normal. To estimate Vc , the first and second order moments ⟨y(s)⟩ and ⟨y(s)y∗(s)⟩ are
computed for each training utterance (s) and the maximum likelihood update formula for Vc is obtained as:

Vc =

(∑
s

Fc(s)⟨y∗(s)⟩

)(∑
s

Nc(s)⟨y(s)y∗(s)⟩

)−1

(19)

where the sum over s is over all utterances in the training set. For each utterance s , Nc(s) , and Fc(s) are the
Baum–Welch statistics of order 0 and 1 for mixture component c . Let LL∗ be Cholesky decomposition of the
following matrix:

1

S

∑
s

⟨y(s)y∗(s)⟩ (20)

where S is the number of training utterances and the sum is over all the utterances of the training set. Then
the following transformations are applied and I-vector for each utterance is obtained:

Vc ← VcL (21)

y(s) ← L−1y(s) (22)

We use Gaussian probabilistic linear discriminant analysis as described in [30] for scoring of I-vectors. Such a
scoring is based on calculating the batch likelihood ratio as described below:

ln P (ytarget, ytest|H1)

P (ytarget|H0)P (ytest|H0)
(23)

where ytarget and ytest are two I-vectors that belong to training and test sets, respectively, H1 means that
accent are same and H0 means accent are different. The accent category that maximizes (23) is identified and
assigned as a predicted accent for the test utterance, ytest .

4.3. Accent recognition results
In this section, a comparison of different features and classifiers is presented for Urdu accent recognition. Two
different corpora are used: (i) Urdu speech corpus (as explained in Section 3.1) (ii) Kaggle accent corpus1. The
Kaggle corpus is a text-dependent corpus. It contains recording of an English paragraph by different speakers of

1https://www.kaggle.com/rtatman/speech-accent-archive/home
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177 different countries in their native accents. We choose five different accent categories from the Kaggle corpus
which are Arabic, French, Mandarin, Spanish, and English. The selection of these categories are based on the
number of samples, which are more than 70 for each category, which we randomly divide into two disjoint sets:
one for training and the other one for testing purposes.

Table 3 shows a comparison between MFCC, shifted delta cepstra (SDC), LPCC, and LPC features for
accent recognition. EER(%) is used as a metric for performance comparison. GMM-UBM is used as a classifier.
The objective of this comparison is to identify the best features for accent recognition. The GMM-UBM is trained
using different Gaussian mixture components i.e. 2, 4, 8, 16, 32, 64, 128, and 256. The comparison shows that
MFCC, compared to SDC, LPCC, and LPC, demonstrates better EER on the Urdu corpus. MFCC achieves
minimum equal rate of 9.7% with 256 components whereas SDC, LPCC, and LPC demonstrate minimum EER
rate of 12.3%, 19.4%, and 26.3%, respectively, with 256 mixture components. Similarly, MFCC outperforms
SDC and other features on Kaggle corpus by achieving minimum EER of 29% with 64 components.

Table 3. EER (%)-based comparison between MFCC, SDC, LPCC, and LPC features for accent recognition using
GMM-UBM classifier with different Gaussian mixture components.

Gaussian components 2 4 8 16 32 64 128 256
Urdu corpus MFCC 31.8 30.5 29.3 26.8 21.8 18.0 13.0 9.7

SDC 33.6 32.8 31.2 29.6 25.7 21.4 17.9 12.3
LPCC 38.2 36.7 34.5 31.6 29.8 26.9 22.1 19.4
LPC 45.4 45.4 46.3 44.6 40.0 35.0 32.1 26.3

Kaggle corpus MFCC 34.0 34.0 34.0 31.0 30.0 29.0 29.3 31.0
SDC 38.2 37.5 36.1 35.3 32.9 31.5 31.2 31.5
LPCC 43.2 42.2 41.9 39.1 38.6 36.2 34.9 33.9
LPC 49.0 49.5 48.3 47.0 47.3 45.0 44.0 42.2

Figure 3a shows an accuracy (%)-based comparison between MFCC, SDC, LPCC, and LPC on the Urdu
corpus. GMM-UBM is used as a classifier. The results show that accuracy varies with respect to Gaussian
mixture components and MFCC outperforms SDC, LPCC, and LPC. Similarly, Figure 3b shows a comparison
between features, where MFCC outperforms other features on the Kaggle corpus.

Table 4 shows a comparison between GMM-UBM and I-vector methods for accent recognition. Both are
trained using MFCC features and different Gaussian mixture components. The comparison shows that GMM-
UBM achieves minimum EER of 9.7% on the Urdu corpus with 256 components whereas I-vector method
demonstrates minimum EER of 13.7% with 256 components. Similarly GMM-UBM outperforms I-vector on
the Kaggle corpus.

Table 4. EER (%)-based comparison between GMM-UBM and I-vector classifiers for accent recognition using MFCC
features and different Gaussian mixture components.

Gaussian components 2 4 8 16 32 64 128 256
Urdu corpus GMM-UBM 31.8 30.5 29.3 26.8 21.8 18.0 13.0 9.7

I-vector 52.5 37.9 35.2 31.5 27.6 23.1 17.2 13.7
Kaggle corpus GMM-UBM 34.0 34.0 34.0 31.0 30.0 29.0 29.3 31.0

I-vector 38.0 32.5 36.0 36.0 32.3 32.0 34.0 33.5
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Figure 3. Accuracy (%)-based comparison between MFCC, SDC, LPCC, and LPC features for accent recognition using
GMM-UBM on the (a) Urdu and (b) Kaggle corpora

Figure 4a shows an accuracy-based comparison between GMM-UBM and I-vector methods on the Urdu
corpus. MFCC features are used. The experimental results show that accuracy varies with respect to Gaussian
mixture components, and GMM-UBM outperforms I-vector. Similarly, the accuracy-based comparison, as
shown in Figure 4b, shows that GMM-UBM also outperforms I-vector on the Kaggle corpus. Based on the
above experimental results, it can be said that GMM-UBM and MFCC outperform all other classifiers and
features, respectively. Therefore, in the proposed method we use MFCC and GMM-UBM.
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Figure 4. Accuracy (%)-based comparison between GMM-UBM and I-vector for accent recognition using MFCC features
on the (a) Urdu and (b) Kaggle corpora.

Table 5 shows an EER (%)-based comparison between GMM-UBM and the proposed method. MFCC
features are used. Difference between GMM-UBM and the proposed method is the data augmentation step
which is only used in the proposed method. It can be seen that GMM-UBM on the Urdu corpus with 256
components gives EER of 9.7% whereas the proposed method gives EER of 8.4%. Thus, the proposed method
improves EER by almost 1.3%. On the Kaggle corpus, GMM-UBM and the proposed method achieve 26% and
31% EER, respectively. Improvement is almost 5%. This shows that data augmentation used in the proposed
method efficiently improves the performance of GMM-UBM classifier for accent recognition.

Table 6 shows an accuracy-based comparison between GMM-UBM and the proposed method. MFCC
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Table 5. EER (%)-based comparison between GMM-UBM and the proposed method for accent recognition using MFCC
features and different Gaussian mixture components.

Gaussian components 2 4 8 16 32 64 128 256
Urdu corpus GMM-UBM 31.8 30.5 29.3 26.8 21.8 18.0 13.0 9.7

Proposed 38.8 31.3 25.1 22.6 19.7 15.1 11.3 8.4
Kaggle corpus GMM-UBM 34.0 34.0 34.0 31.0 30.0 29.0 29.3 31.0

Proposed 37.8 31.5 30.0 29.0 27.5 26.0 27.0 26.0

features are used. It can be seen that the proposed method demonstrate 1.2% and 3% better accuracy rates
than GMM-UBM on Urdu and Kaggle corpora, respectively.

Table 6. Accuracy (%)-based comparison between GMM-UBM and the proposed method for accent recognition using
MFCC features and different Gaussian mixture components.

Gaussian components 2 4 8 16 32 64 128 256
Urdu corpus GMM-UBM 54.5 58.3 63.3 64.5 69.5 74.5 85.8 90.8

Proposed 57.0 58.3 64.5 70.8 74.5 83.3 89.5 92.0
Kaggle corpus GMM-UBM 41.0 46.0 43.0 46.0 50.0 50.0 50.0 50.0

Proposed 32.0 42.0 42.0 45.0 46.0 51.0 53.0 53.0

Tables 7 and 8 show a comparison of the proposed method and the methods based on appending the
first (∆) and second derivatives (∆2 ) of MFCC to base MFCC features. The first and second derivatives are
appended in the same fashion as we appended the data (x2

i ) in the proposed method. The results show that
the proposed method outperforms augmentation of ∆ and ∆2 features.

Table 7. EER (%)-based comparison between the proposed method and appending ∆ and ∆2 features to base MFCC
features for accent recognition with GMM-UBM and different Gaussian mixture components.

Gaussian components 2 4 8 16 32 64 128 256
Urdu corpus ∆ + MFCC 35.5 32.2 27.7 25.3 20.1 16.4 11.9 8.7

∆2 + MFCC 35.9 33.7 28.2 25.9 22.6 17.6 12.8 9.2
Proposed 38.8 31.3 25.1 22.6 19.7 15.1 11.3 8.4

Kaggle corpus ∆ + MFCC 35.2 33.2 32.9 30.1 28.1 27.0 26.8 26.7
∆2 + MFCC 36.6 34.5 33.7 31.2 28.9 28.3 27.9 27.2
Proposed 37.8 31.5 30.0 29.0 27.5 26.0 27.0 26.0

Table 9 summarizes the accuracy rates achieved on both corpora using GMM-UBM, I-vector, linear SVM,
SVM-RBF, SVM-polynomial, and the proposed method. MFCC features are used. On the Urdu speech corpus,
the proposed method demonstrates the best accuracy rate of 92% followed by GMM-UBM (90.8%), I-vector
(80.1%), SVM-RBF (61.25%), and linear SVM (55%). The SVM with polynomial kernels with degrees 2 and
3 do not perform well. It can be seen that the accuracy of SVM decreases with increase in the polynomial
degree. Similarly on the Kaggle corpus, the proposed method achieves an accuracy of 53% and outperforms all
other classifiers. The accuracy achieved on the Kaggle is low compared to the Urdu corpus because samples of
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Table 8. Accuracy (%)-based comparison between the proposed method and appending ∆ and ∆2 features to base
MFCC features for accent recognition with GMM-UBM and different Gaussian mixture components.

Gaussian components 2 4 8 16 32 64 128 256
Urdu corpus ∆ + MFCC 55.3 58.8 63.9 66.5 73.8 80.9 88.2 91.6

∆2 + MFCC 53.1 57.2 63.4 64.9 72.5 78.6 87.9 91.2
Proposed 57.0 58.3 64.5 70.8 74.5 83.3 89.5 92.0

Kaggle corpus ∆ + MFCC 36.4 43.5 43.8 44.3 49.4 49.9 51.5 52.6
∆2 + MFCC 35.1 42.6 43.2 44.0 48.9 49.5 51.0 51.5
Proposed 32.0 42.0 42.0 45.0 46.0 51.0 53.0 53.0

the Kaggle corpus are text-dependent and different speakers record the same English paragraph in their native
accents.

Table 9. Accuracy (%)-based comparison between different classifiers for accent recognition using MFCC features.

GMM-UBM I-vector Linear SVM SVM-Poly SVM-Poly SVM-RBF Proposed
Degree-2 Degree-3

Urdu corpus 90.8 80.1 55 31.25 30.2 61.25 92
Kaggle corpus 50 47 42 27 20 44.3 53

4.4. Forensic speaker recognition

This section presents experimental results for forensic speaker recognition. Accent classification (AC) prior to
speaker recognition is investigated in this section. The experimental results for forensic speaker recognition
with and without AC are presented. The experiments are performed on an Urdu forensic speech corpus, which
is summarized in Table 10.

Table 10. Summary of Urdu forensic speaker recognition. Corpus.

Accent Number of speakers Number of samples Training samples Test samples Nature of
categories per category per speaker per speaker per speaker speech samples
Balochi 4 60 40 20 Text-
Punjabi 4 60 40 20 independent
Pashto 4 60 40 20
Sindhi 4 60 40 20

The Urdu forensic speech corpus consists of four different accent categories i.e. Balochi, Punjabi, Pashto,
and Sindhi. Each accent category consists of four different speakers. The speech samples of each speaker are
text-independent and are 60 in number. Each sample is 15-s long, in WAV format, monochannel, and is sampled
at 16 kHz. We randomly divide the samples of each speaker into two disjoint sets. One set for training (40
samples) and other one for testing (20 samples). Figure 5 shows the block diagram used for GMM-UBM–based
forensic speaker recognition without AC. The same block diagram is also used for the proposed method. the
only difference is the data augmentation step which is used only in the proposed method.

3774



TAHIR et al./Turk J Elec Eng & Comp Sci

Figure 5. Block diagram for GMM-UBM–based Urdu forensic speaker recognition system without using accent
classification as a preprocessing step.

For Urdu forensic speaker recognition, first the background model (i.e. speaker-independent model) is
obtained (λubm,s ) for GMM-UBM and the proposed method by combining the MFCC features of training
samples of all the speaker categories of the corpus. Then the speaker-dependent model (λs ), one for each
speaker category is adapted from (λubm,s ) using the Bayesian adaptation. Since there are four speakers per
accent, the total number of the adapted models are 4 × 4 (accents) = 16. Having computed λubm,s and λs ,
the speaker in a test sample is recognized. Let Y represent a set of MFCC feature vectors obtained from the
test speech sample. The difference between log-likelihood for Y is computed as:

∧s = log p(Y |λs)− log p(Y |λubm,s) (24)

ŝ = arg 16max
s=1
∧s (25)

The predicted speaker ( ŝ) for the test sample belongs to that speaker category of the corpus which maximizes
∧s . After that, accuracy and EER are computed.

For forensic speaker recognition with AC, the accent information form the test speech sample is first
extracted. For this purpose the background model (λubm ) and the accent-independent models (λa ) computed
in Sections 3.5 and 3.6 are used. Then, for a given test sample, first accent is recognized using (14) and then
the test sample is processed for speaker recognition within the speakers of the predicted accent category as:

∧s,â(Y ) = log p(Y |λs,â)− log p(Y |λubm,â) (26)

ŝa = arg 4max
s=1
∧s,â (27)

where λubm,a and λs,a are the speaker-dependent and -independent models of ath accent category, respectively
and a = {1, 2, 3, 4} . The predicted speaker ( ŝa ) for the test sample belongs to ( â) accent category and
maximizes ∧s,â . To compute λubm,a , the MFCC features of training samples of all the speakers of the ath

accent category are combined. The combined features belong to different speakers, but the accent of all the
speakers are the same. For instance, the Balochi accent category consists of four different speakers. All the
speakers have the same Balochi accent. Thus, λubm,a is speaker-independent model within accent category a .
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The speaker-dependent models λs,a one for each speaker of the accent category are then adapted from λubm,a

using the Bayesian adaptation process. To recognize a speaker from a test sample, firstly, the accent is identified
using (14) and then the speaker is recognized using (27).

Table 11 shows EER rate achieved with and without AC for speaker recognition using different Gaussian
mixture components. GMM-UBM and the proposed method with 256 mixtures components achieve 11.4% and
10.4% EER without AC, whereas they achieve 9.6% and 7.1% EER with AC, respectively. Thus, using AC as
a preprocessing step improves the EER by almost 1.8% and 3.3% for GMM-UBM and the proposed method,
respectively. Similarly, the accuracy rates given in Table 12 shows that speaker recognition rates obtained with
AC are better than those without AC. However, the proposed method in both cases outperforms GMM-UBM
by achieving better accuracy rates.

Table 11. EER (%)-based comparison between GMM-UBM, I-vector, and the proposed method for forensic speaker
recognition

Gaussian components 2 4 8 16 32 64 128 256
Without AC GMM-UBM 28.8 21.3 18.1 16.8 15.0 15.2 12.5 11.4

I-vector 30.2 24.7 19.8 17.2 16.6 16.0 13.9 12.7
Proposed 20.3 18.8 16.3 15.0 13.8 12.5 11.8 10.4

With AC GMM-UBM 25.0 20.0 17.1 14.6 12.9 10.4 10.0 9.6
I-vector 27.8 23.4 19.4 16.8 14.2 12.6 11.3 10.1
Proposed 20.0 12.9 11.3 9.2 8.8 7.1 6.7 7.1

Table 12. Accuracy (%)-based comparison between GMM-UBM, I-vector, and the proposed method for forensic speaker
recognition.

Gaussian components 2 4 8 16 32 64 128 256
Without AC GMM-UBM 42.5 50.0 56.3 68.8 68.8 71.3 71.3 68.8

I-vector 38.3 49.2 53.5 60.1 65.4 66.9 68.4 69.3
Proposed 53.8 62.5 66.3 66.3 70.0 68.8 72.5 70.0

With AC GMM-UBM 61.3 71.3 73.8 82.5 83.8 84.0 82.5 83.8
I-vector 58.9 70.1 72.8 80.2 82.7 83.1 83.9 84.6
Proposed 77.5 78.8 86.3 85.0 85.0 86.3 87.5 87.5

5. Conclusion
This paper presents a new method for extraction of accent information from Urdu speech signals. Accent
information is used in forensic speaker recognition. The experimental results show that MFCC features,
compared to SDC, LPCC, and LPC features, demonstrate better Urdu accent recognition performances. The
GMM-UBM classifier compared to I-vector method achieves better Urdu accent recognition results. The
proposed method, which is based on GMM-UBM, MFCC, and a data augmentation process, improves the
GMM-UBM performance by 1.3% (EER) and 1.2% (Accuracy). Compared to RBF-SVM, Linear-SVM, and
Polynomial-SVM, it achieves 30.7%, 37%, and 60% better accuracy rates, respectively. The experimental results
for forensic speaker recognition show that GMM-UBM and the proposed method with accent classification
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give better forensic speaker recognition rates compared to those without using the accent classification as a
preprocessing step. However, the proposed method demonstrates 2.5% and 3.7% better EER and accuracy
rates compared to GMM-UBM, in forensic speaker recognition experiments, respectively.
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