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Abstract: Honeypot systems are traps for intruders which simulate real systems such as web, application, and database
servers used in information systems. Using these systems, unauthorized and malicious access can be efficiently detected.
Honeypot is an entity which acts as a source of valued information and its behavior can be monitored. The inability or
difficulty of intrusion detection is a serious security problem in networks including virtual local area network (VLAN).
According to the literature, the use of honeypots for intrusion detection and prevention in networks including VLAN is
strongly recommended.

In this paper, in order to provide security and to detect unauthorized and malicious access to the VLAN, a
centralized honeypot-based approach with a software-defined switching is proposed. With the developed and proposed
honeypot-based intrusion detection and prevention approach, reduction in false alarm, network traffic, and cybersecurity
cost, as well as centralized control, was provided. The proposed system has been run in GNS3 simulation software and
successful results have been obtained by reducing false alarm level, network traffic, and cybersecurity cost. The numerical
results of the attacks that were detected based on the port and protocol using SoftSwitch are detailed in the performance
evaluation subsection.
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1. Introduction
Information security has been one of the most important areas of research in the world of information in recent
years. Many tools or software are used in computer network systems to provide corporate or personal information
security. Among the tools used for this purpose are systems such as intrusion detection and prevention systems,
firewalls, antivirus programs, and vulnerability scanners. However, in computer network system, these tools are
insufficient in most cases when used alone. For this reason, the security scenarios where these tools are used
together are recommended [1, 2].

Honeypot systems are security tools that have recently been used in vulnerable information systems [3].
They gain their security advantage as they are being attackable [4]. These honeypot systems simulate real
systems such as web, application, and database servers used in information systems, and they are trapping
systems for attackers. With the use of these systems, unauthorized or malicious access can be detected. A
honeypot is an isolated resource which looks like a target with valuable information to the attackers; however,
the traffic movement to this target is particularly monitored. These systems attract the attackers to them
allowing the investigators to analyze any pattern of aggressive or assault behavior [5].
∗Correspondence: rdas@firat.edu.tr
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When the studies in the literature are examined, three basic structures related to the positioning of
honeypot systems can be found. Specifically, it is possible to position honeypot systems on local area network
(LAN), Internet, and demilitarized zone (DMZ). Each of these positioning scenarios has advantages and
disadvantages. Honeypots are structured in ways and shapes that do not risk network security, depending
on where they are located [6]. The following design criteria are crucial for successful honeypot traps:

• The content of honeypots information to be presented to the attackers must be well-defined in terms of
value and level.

• If the honeypots are accessed by an attacker, precautions must be taken to avoid the probable damage
due to reaching out classified information.

• The location that serves on the network of honeypots should be correctly selected.

• The appropriate infrastructure must be effectively set up so that honeypot-trapped attackers can be
monitored, tracked, and intervened if necessary.

Honeypots can be evaluated in three groups according to their interaction levels: low, medium, and high
interaction [7].

Low- and medium-interaction honeypots emulate services that specifically harbor security holes to attract
attackers. However, they do not have any real or important information on them. The risk of compromising
the honeypot is very low, as the attacker cannot directly access the real system in such honeypot systems.
Nevertheless, they collect less information about attacks because attackers cannot have one-to-one communi-
cation with the real system. It is important to imitate the services in low- and medium-interaction honeypots.
Any unintentional mistakes made during this process can cause the attacker to detect the honeypot, which is
undesirable. A detected honeypot will not be able to achieve its goal since it loses its attractiveness to attackers
[7–9]. In high-interaction honeypot systems, it is desired to attract the attacker by running real services [9].
In addition, external software is used to monitor the activities of the attacker [7]. Unlike low- and medium-
interaction honeypots, high-interaction honeypots are more susceptible to access because the attackers have a
direct interaction with the real system; some measures can be taken in the firewalls to prevent the malicious
event. As long as the attacker is in communication with a real system, more detailed information about the
attack can be obtained. It is more difficult for an attacker to detect a honeypot because real services are run-
ning. High-interaction honeypots are more costly and require more attention. Furthermore, they can also cause
new security weaknesses. The networks where high-interaction honeypots are completely used must be isolated
and all safety precautions must be taken. Otherwise, the attacker is in contact with the real system which may
allow the infiltration of the honeypot, and thus compromising the system and create new security threats.

2. Literature review
Honeypots are not used for solving any network security problem on their own; they are rather used as a part
of the system security, which means that honeypots are designed and positioned according to the problems they
are to solve. An extensive literature review reveals that there are many security applications where intrusion
detection and prevention systems (IDPS) are used in conjunction with honeypot systems [10–17].

Malanik et al. demonstrated the possible applications of honeypot systems in LANs in their work. In
their study, it was reported that honeypot systems can be used to detect zero-day malignancies. In this study,
it is stated that in case of network-defined VLANs, honeypot systems must be configured in each VLAN [6]. In
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the work of Li Li et al., honeypot applications in a LAN was developed where virtual and physical honeypots
were placed at a specific location. The focus of the work has been described as the provision of a combination of
defense systems such as firewalls, intrusion detection systems (IDSs), and honeypot systems to increase safety
in LANs [10]. Song Li et al. sought to establish a complex interaction honeypot-based IDS mechanism in their
work. The aim of the system they built is to increase the durability and security of the network. In their work,
they performed several studies to increase the trapping capacity of the honeypot system and to improve the
network security [11]. Chawda and Patel proposed a distributed honeypot system for studying new weaknesses
and vulnerabilities. They used low-interaction honeypot systems as the initial stage (front-end) content filter
to further expose vulnerabilities in the system they have developed. This study is one of the studies that focus
on the idea that honeypot systems can be used especially for detecting unknown attacks [12].

Xiangfeng et al. discussed how honeypot technologies could be implemented within IDS. Their study
suggests that honeypot systems can be used to solve problems that IDSs have [13]. Paul and Mishra have
developed a honeypot-based signature generator to provide computer network security. The developed system
is mainly used for protection against polymorphic worm attacks. The developed system has the ability to
isolate suspicious traffic and collect much useful information about malicious traffic and worm attacks. In case
signature-based systems are unable to detect new attacks, the proposed system has the ability to generate
signatures for unknown worm attacks [14]. Beham et al. have benefited from the advantages of virtualization
technologies to develop their own work. In their study, they explored the use of intrusion detection and
honeypot systems on nested virtualization environments. Here, existing nested virtualization technologies and
virtual machine introspection-based intrusion detection and honeypot systems have been studied comparatively
[15]. Liu et al. developed a honeypot technology-based IDS that uses IP traceback technology in their work.
An intrusion detection scheme combined with honeypot systems has been proposed by setting the limits of
conventional IDS [16]. In the work of Pomsathit, IDSs were used with honeypot systems on distributed
networks. In this study, the efficiency of these systems was measured by analyzing a system first with IDS,
then reanalyzing the same system with a honeypot IDS [17]. In their work, Jiang and Liu emphasized the
importance of implementing honeypot systems in systems that enterprise business networks. By examining
existing honeypot systems, they have combined the methods used in IDS structures with a new honeypot
system [18]. Akiyama et al. designed a highly scalable client honeypot system that is highly interactive and
efficient. In this regard, it has been stated that it is aimed for in-depth analysis and efficient attack detection
[19]. Buvaneswari and Subha proposed an approach named IHoneycol to prevent distributed service blocking
attacks in their work. They showed that distributed denial of service (DDoS) attacks can be prevented by
honeypot and IDS-based implementations [20]. Vishal et al. focused on a honeypot system based on open-
source software such as SNORT [21], OSSEC [22], and Honeyd [8], and exploiting machine learning algorithms
to predict attacks [23]. As it is evident from the literature, IDS, IPS, firewalls, or honeypots alone are not
sufficient in providing information systems and network security. Studies have shown that hybrid systems are
used where these security systems complement each other [24, 25]. Thanks to the software switch application
developed in the present study, honeypot systems and IDS/IPS can be used as complementary to each other
without any bottleneck in network communication. The developed software provides a centralized control, and
reduces installation and maintenance costs. Controls and security of VLAN-containing networks have been
achieved. In addition, the use of honeypot systems and IDS together to detect unknown new attacks and to
reduce the false alarm level is provided.
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3. The proposed approach for intrusion detection systems

Controlling VLANs installed in a network system is very difficult and costly. IDS and honeypots are not capable
of monitoring VLANs. Thanks to the approach proposed in this study, a solution to this problem has been
provided. With this solution, a reduced false alarm level in IDPS, lower cost, and a central point network
traffic control are achieved. The overall map of the proposed honeypot-based approach is presented in detail in
Figure 1.
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Figure 1. Architecture of the proposed honeypot-based system.

The architecture of the developed system consists of four main modules as shown in Figure 1; these
include: honeypot system module (1), intrusion detection and prevention module (2), anomaly and misuse
detection module (3), and software switch (4).

3.1. Honeypot system module

Honeypot systems consist of components of attack, data collection, and data analysis as shown in Figure 1
[4, 25, 26]. The honeypot interaction level determines the type of attack component. Honeypot systems can
operate in all areas of the network when they are located in the LAN area on the network. The seizure of the
honeypot located in the LAN area is causing great security risks. For this reason, if the honeypot is designed to
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have a low interaction with the attack component, this problem can be avoided. Honeypot data collection and
data analysis components are provided with external software, such as in highly interactive systems, providing
a more flexible monitoring and detailed analysis.

3.2. Intrusion detection and prevention module
This module is located between the switch and the router to physically divide the network. It provides the
control function between the honeypot module and VLAN communication.

3.3. Anomaly detection and misuse detection module

This module is a software that provides an interface service to integrate IDS structures that can operate
according to abuse detection and anomaly detection methods into the system. Here, signature database and
anomaly detection structure of IDS structure called SNORT has been used in particular.

3.4. Software switch module
This module is a software that can operate like a hardware switch that runs between the trunk port of the
physical switch and the router. This software ensures that all VLANs connected to the network hardware
switch are monitored. Thus, it is possible to monitor each VLAN from a central point.

In this study, a novel method is developed to reduce the installation and maintenance cost when honey-
pots are deployed in large corporate networks, including VLAN networks. In this method, a software switch
is designed to enable honeypots to be located on a single server in systems with VLANs. Since the VLAN
configuration can be done on switches that can operate in the 2nd and 3rd OSI layers, the developed software
switch has been examined in different scenarios in terms of being applicable to both layers. With the imple-
mented design, on all subnets of VLANs in layer 2 and layer 3 switches, honeypot systems can be represented
by a single honeypot server, providing centralized control, thus increasing the level of security. Therefore, the
advantages of the honeypot systems have been combined with the capabilities of the IDSs, and an environment
has been created to capture the zero-day attacks. In this section, the proposed and implemented software
switch approach will be introduced in three parts. Since the VLAN configuration can be implemented in OSI
layers 2 and 3, Subsections 3.1 and 3.2 explain which scenarios are valid for both the 2nd layer and 3rd layer
switch devices. Under these different scenarios, it is explained how the software switch application performs on
a centrally located IPS application that performs network communication.

3.5. Localization of honeypots on layer 2 switch

Second layer switches direct the packets arriving at their ports to other ports looking at the table, where the
previously created media access control (MAC) address information is located. In some cases, it may be desirable
to create a physically disjoint network by isolating a group of ports from other ports in the network, VLAN
technology is used for such situations. A switch with a VLAN configuration will not send an incoming packet
to its destination port even though this switch knows that the destination MAC address is in a different port
belonging to another VLAN. In this way, a complete isolation of the network between VLANs will be ensured.
However, it is not possible for VLANs created in this way to communicate with each other. If VLANs also
need to communicate, this will require routers running on layer 3. Routers are network devices that connect
two networks which are physically separated. The switches can also combine isolated networks with the VLAN
configuration configured on them. For this, the subinterfaces of the routers can be used. The port to be
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connected to the router on the switch where the VLAN configuration is made is set as trunk. In addition,
packets arriving at the switch are encapsulated with the ”Dot1Q protocol”, containing VLAN information, to
be sent to the routers. The router pulls out this capsule and then it encapsulates the packet with the VLAN
information to be routed and sends it to the switch. The switch reads the VLAN information of the Dot1Q
header and it extracts the Dot1Q packet and sends it to the port where the destination MAC address is located.
In this way, the communication between VLANs occurs. In order for honeypots to operate on all VLANs, each
VLAN must have a server to represent the honeypot. It is possible for a honeypot server running in a VLAN
to operate by representing the IP addresses within the subnet of its VLAN network. In addition, users in other
VLANs can access to this honeypot. However, it is not possible to represent an IP address outside the VLAN’s
subnetwork. Hence, a honeypot server is required to be configured on each VLAN and its subnet. In this
study, a software switch and a honeypot running between the switch’s trunk-configured port and the router
are included in all VLANs. Figure 2 shows a scenario created and tested with the GNS3 network emulator
application. In Figure 2, the IPS computer has two physical network interfaces. The interface connected to the

Virtual Switch
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VLAN 1 VLAN 2 VLAN 3

Router
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Intrusion Prevention 

System

Switch

Trunk

Figure 2. Localization of IPS on layer-2 switch.

virtual switch is a virtual interface created on the IPS and honeypot uses this interface to communicate with the
virtual server. IPS is located between the switch and the router to physically divide the network. It uses the 2nd
layer and 3rd layer protocols to guide the virtual honeypot server connected to the virtual network interface.
In this way, IP addresses of subnets of all VLANs on the switch are represented by a central honeypot server.
In Figure 3, the network flow diagram of the scenario in Figure 2 is given. In Figure 3, it is shown how the
software switch operating on the IPS system proposed on the 2nd layer switches provides the communication.
Accordingly, the software switch application needs to perform the routing for three different interfaces. First, it
checks whether the packets coming from the switch match the IP addresses represented in the honeypot server.
If the incoming packet belongs to the honeypot server, the packet is sent to the virtual switch that is bound to
the honeypot. In this way, the 3rd layer will be redirected. In addition, incoming packets are encapsulated with
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Figure 3. Localization of IPS on layer 2 switch.

the Dot1Q protocol by the switch. The source MAC address and VLAN information of the packet from this
capsule are being saved in a table, and then the packet is terminated. Packets that come to the honeypot server
are packets with the Dot1Q protocol removed. Consequently, packets from the native VLAN feature coming
from the outside will also be sent to the honeypot server to represent the external IP zones. However, in order to
use this feature, the switch must not have a VLAN set as native. External network monitoring can be provided
by including network administrators in the native VLAN. If the IP addresses of the packets coming from the
switch do not belong to the honeypot server, the VLAN information in the Dot1Q header and the source IP
address are added to the table, and they are forwarded to the interface of the connected router. The packets
from the router are first checked to see if they match the IP addresses belonging to the honeypot server. If the
incoming packet belongs to the honeypot server, the software switch sends the packet to the virtual switch that
it is bound to the honeypot. In order for external IP addresses to be represented by honeypots, ports must be
routed over the routers to the honeypots, and the IP address that the honeypot will use for forwarding should
be selected from the native VLAN subnet. In this way, the incoming packets will not be encapsulated with the
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Dot1Q protocol and will be sent directly to the honeypot. If the packet does not belong to the honeypot, it
will be filtered by the intrusion detection and prevention system, and then sent to the switch. If the destination
MAC address of packets coming from the honeypot belongs to the router, the packet will be directly forwarded
to the router. In this way, routing will be done in the 2nd layer. If the destination MAC address does not
belong to the router, the VLAN address to which the packet should go is found by looking at the table in which
the previously created MAC address and VLAN information are stored. Then, the source MAC address will be
changed to the router’s MAC address and sent to the switch. This way, the switch will route the packet as if it
were requesting, assuming that the router sent packets to the appropriate VLAN. Apart from these, exceptions
are also made for cases where packets are sent to broadcast addresses using layer 2 protocols. For these cases,
new scenarios were created and added to the software switch design. The control of these exceptions is examined
in the flow diagram of the software switch application.

3.6. Localization of honeypots on layer 3 switches

Layer 3 switches, unlike layer 2 switches, can also do layer 3 routing among the ports. There is no need to use
an external router to communicate VLANs created on this vault. Another purpose of configuring the switches’
ports as trunks is to connect the VLANs on different switches together. If a switch cannot find a record of the
destination MAC address in its VLANs it can forward, it encapsulates the packet with Dot1Q and sends it to
the other switches from the trunk-configured interface. In this way, VLANs on multiple switches are connected
together.

Internet

IPS

Honeypot

PC 4 PC 3PC 1 PC 4 PC 2

Router

Multilayer
 Switch

Trunk

Virtual Switch

Figure 4. Localization of IPS on layer 2 switch.

The application of honeypots on layer 3 switches is also based on the ability to communicate with the
software switch that the switch thinks is a different switch. In Figure 4, a scenario created and tested with the
GNS3 network emulator application is depicted. The IPS computer has three physical network interfaces as
shown in Figure 4. The interface that connects the virtual switch is a virtual interface created on the IPS and
HoneyPot uses this interface to communicate with the virtual server. The IPS is positioned between the switch
and the router, and the network is physically partitioned. IPS is operated the related directions to the virtual
honeypot server to which the virtual network interface is connected using layer 2 and layer 3 protocols. By
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connecting to the switch a second time with the port configured as a trunk of the switch, the IP addresses of
the subnets of all the VLANs on the switch are represented by a central honeypot server. Figure 5 presents the
network flow diagram given in Figure 4. Figure 5 shows how the software switch running on the proposed IPS

Figure 5. Flowchart of IPS network flow on layer 3 switch.

system communicates with the layer 3 switches. Accordingly, the software switch application needs to perform
routing using four different interfaces. Switches and router-connected interfaces use the same algorithm that
was previously designed for layer 2 switches. Native VLANs are also supported in this design because the port
set as the trunk is excluded from the port used for communication with the external network. Native VLANs
follow the path shown with red arrows while other VLANs will reach the IPS from the trunk-configured port.
Unlike the previous application, the software switch on the IPS will also decapsulate and encapsulate packets
from the port-based interface, which is set as the trunk of the switch.

3.7. Adding SoftSwitch to the application interface

The MAC address of the router is the interface of the switch, which is used in the network and the relevant
network interfaces, have been accomplished using a simple and understandable design as shown in Figure 6.
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Figure 6. The application interface.
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Figure 7. Software switch algorithm scheme.

Figure 7 shows the algorithm diagram when the 2nd and 3rd layers switches are in the selected positions. After
the start button is pressed, this flow is performed and the asynchronously selected interfaces receive the traffic;
thus, the routing process gets executed. Figure 7 presents the algorithm diagram of the developed software
switch. Based on the configuration of layer 2 and layer 3 switch devices in any enterprise campus networks with
VLANs, the software switch capable of listening to selected network interfaces is run on a centrally located IPS
and as shown in Figure 7. This configuration provides the network flow according to the possible scenarios. In
Figure 8, the network flow for the routers connected network interface is schematically shown. Figure 9 shows
the flow diagram for the switched network interface. The flow shown in Figure 9 occurs only when the third
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layer switch type is selected. In this way, honeypots on all subnets of the VLANs on the 2nd layer and 3rd layer
switches are represented by a single honeypot server to achieve the purpose of this work.
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3.8. Performance evaluation and benchmarking

In this study, control of the VLAN networks in institutional networks with a central honeypot server in a
single point with the software switch developed is provided. In this sense, a unique contribution has been made
to the capabilities of classical intrusion detection systems. The soft-switch approach eliminates the need to
configure a honeypot for each VLAN, which reduces costs. To our knowledge, there is no institutional honeypot-
based intrusion detection and prevention system that shows both internal and external attacks together in the
literature. Soft-switch can be used to overcome this problem. To evaluate our study with the relevant studies, a
comparison is given in Table 3.8. To determine the performance of the developed system, it is needed to measure

Table. A comparison of the relevant studies on honeypot-based IDSs.

Ref. Specification Honeypot level Application environment
[6] 0-day malware detection Low-, middle-, and

high-level honeypot
LAN, DMZ, and internet

[7] Simulation and virtualization at the ser-
vice, operating system, and network level

Low-, middle-, and
high-level honeypot

IPv6 networks

[12] Front-end content filters Low- and high-level
honeypot

Network and host components

[18] Detailed research High-level honey-
pot

Employment network

[19] Multiprocess approach creates a virtually
isolated environment

High-level honey-
pot

High-interaction system

[27] Rule-based Low-level honeypot Web-based monitoring interface
[28] Experiences with a low- and high-

interaction-honeypot
Low- and high-level
honeypot

University network

[29] Capture and analysis of malicious traffic Low-level honeypot VoIP environments
[30] Preventing XSS and SQL injection attacks Low-level honeypot Web application
[31] Classification and identification of un-

wanted traffic
Low-level honeypot IP networks

[26]
Our
study

Honeypot IDPS, low cyber-security cost,
centralized control, low false alarm,
protocol-based analysis

Low-level and con-
figurable honeypot

Institutional network (Adapt-
able to other network systems)

the transaction rate of Honeyd and SNORT. The developed honeypot IDPS can simulate thousands of machines
and address space that can be arbitrarily large, because of using Honeyd. When honeypot IDPS applications are
used, the important benchmarking features are bandwidth rate, transaction rate, and packet sending/receiving
performance. To see the bandwidth that Honeyd can support, the number of returned ICMP packets are checked.
The number of TCP transactions per second that Honeyd supports for different configurations is measured to
determine TCP performance. Performance decreases slightly when each of the 65K honeypots is configured
individually. On a system that has 1 GHz Pentium II processor, Honeyd supports about 2000 transactions per
second. In our system (i7-3770 3.4 GHz) honeypot IDPS support approximately 5000 transactions per second.
With the developed soft switch, internal and external network traffic was made traceable together. So package,
port, and protocol-based values can be tracked and logged.

Figures 10 and 11 show the number of attacks, detected attacks, and performance rates in a VLAN
network, taking into account protocol and port numbers. Figure 10 shows the results obtained without
SoftSwitch, while Figure 11 shows the results detected with SoftSwitch. As it is seen from these figures,
more successful results were obtained in the detection of attacks for each different protocol while SoftSwitch
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Figure 10. Accuracy rate of honeypot IDPs without SoftSwitch approach.
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Figure 11. Accuracy rate of honeypot IDPs with SoftSwitch approach

was active. The most attacked services are HTTP, HTTPS, and SMTP. Studies on the improvement of false
alarm level in the literature provide improvements between 7 per thousand and 1 per hundred. When new
attack patterns and signatures are generated using honeypot systems, a significant contribution is made to the
reduction of false alarm rate in rule-based systems. However, especially in anomaly-based systems, performance
can be less because of the difficulty of detecting zero-day attacks in real time scenarios. In this study, an
improvement of 1.34% to 3.81% was observed as shown in figures. It should be noted that these rates may
be different in different time periods. Developed honeypot-based IDPS can receive, drop, analyze and filter
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the network traffic. The system uses the SNORT IDS basically; hence, the limitation of the developed system
depends on SNORT limitation. Honeypot-based IDPS can process the network traffic to 600 Mbps without
highly dropping so it can be used for the large corporate network.

4. Conclusion and discussion
Information and computer systems are becoming increasingly prevalent along with rapidly evolving technology.
Therefore, the necessity for the measures to be taken in terms of system security has reached the highest level.
Although the tools used in information security systems are very diverse and powerful, they can be successful in
finding new security vulnerabilities arising from emerging new technologies. In terms of security, there is never
a hundred percent safe system. Detecting how attackers can attack before malicious attempts and ensuring
security accordingly will bring the effectiveness of the measures taken to the highest level. Honeypot systems,
which are preferred for predicting attempts by attackers and taking precautions accordingly, provide a serious
advantage at this point. A malicious intruder looking for a victim in a network will try to find a computer with
vulnerabilities that will work on the network.

Honeypot systems draw the attacker’s attention and traps them. The intention of these systems, which
are deliberately weakened, is to detect and record attacks. Honeypot systems, such as IDS and other security
tools, play an important role in the detection of new vulnerabilities and in the discovery of new methods of
attack. As a result of examining corporate networks and honeypot designs, it has been determined that in
a network configuration where a VLAN configuration is used, at least a machine with a different network
interface must be used for each VLAN. Using a real machine for each VLAN, the application of honeypots
throughout the network increases the installation and maintenance costs especially in large corporate networks,
including campus networks. For this reason, a centralized software switch application has been developed. This
application enables honeypots to operate throughout the network with a network interface to reduce installation,
maintenance, and management costs in large-scale enterprise networks. In enterprise networks with VLANs,
VLAN networks can be restored by designing a unique software switch that can listen to layer 2 and layer 3.

In this study, IPS and honeypot servers can easily interact with each other thanks to the implemented
software switch application and operations such as configuration, maintenance, network monitoring, and network
analysis can be done easily with an easy-to-use interface. The implemented software switch application was
applied in a hybrid scenario. The originally developed IDS/IPS with a honeypot application that uses a
low-interaction Honeyd software as an attack traversal as well as the SNORT rule bases is used to provide
network security. As a result of the successful application of the software switch developed within the scope
of the study, the problem of not being able to detect new attack patterns (zero-day), which is one of the
disadvantages of signature-based attack detection methods, has been reduced to a minimum level by analyzing
log records collected from honeypot servers. Because log records collected from honeypot servers are mostly
attack content, new attack patterns can be added to the signature database by generating signatures from log
records. Extracting logs collected from honeypot servers from anomaly detection methods and non-attack log
records increases the performance. The attack log records collected from honeypot servers reduce the high false
alarm level, which is a disadvantage for anomaly detection methods, yet the developed hybrid attack detection
method provides a higher performance.
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