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Abstract: Prostate cancer is the second largest cause of mortality among men. Prostate segmentation, i.e. the
precise determination of the prostate region in magnetic resonance imaging (MRI), is generally used for prostate volume
measurement, which can be used as a potential prostate cancer indicator. This paper presents a new fully automatic
statistical model called the multiobjective active appearance model (MOAAM) for prostate segmentation in MR images.
First, in the training stage, the appearance model, including the shape and texture model, is developed by applying
principal component analysis to the training images, already outlined by a physician. Then noise and roughness are
properly removed in the preprocessing step by Sticks filter and nonlinear filtering. This helps us provide the proper
conditions for the prostate region detection. Finally, in order to detect the prostate region, a new multiobjective
function is optimized using a suitable search algorithm. The proposed method has been applied to prostate images for
segmenting the prostate boundaries. The evaluation results indicate that the presented method can yield a DSC value of
87.4± 5.00%, is less sensitive to the edge information and initialization, and has a stronger capture range in comparison
with existing methods.

Key words: Active shape model, active appearance model, prostate segmentation, genetic algorithm, objective function,
nonlinear filtering

1. Introduction
Prostate cancer is the most important recognized cancerous disease (164690 of 856370) and is the second cause
of mortality (after lung cancer) among American men (29430 of 323630) [1]. There are different methods to
distinguish and cure prostate cancer, such as the prostate-specific antigen (PSA) test, prostatectomy (PR), and
high-intensity focused ultrasonography (HIFU). Magnetic resonance imaging (MRI) is also used as a powerful
technique in different treatment cases such as measuring the prostate volume, applying tumor biopsy, and deter-
mining disease development [2]. In many treatment and diagnosis methods (i.e. prostate volume measurement),
the prostate area is often outlined by a physician. On the other hand, outlining the prostate boundaries is
a time-consuming and tedious process, which inevitably leads to more human mistakes. Therefore, designing
an automatic prostate segmentation system for MR images can be helpful. Nevertheless, low contrast condi-
tions, presence of noise, weak edges, and similarity of the adjacent textures make prostate image segmentation
complicated and challenging. The existing methods for prostate segmentation can usually be categorized into
∗Correspondence: pourmina@srbiau.ac.ir
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four major categories: contour and shape-based methods, region-based methods, supervised and unsupervised
clustering-based methods, and hybrid methods [3].

Contour and shape-based methods employ some features such as line and edge information to detect
the prostate area. However, the final results may not be accurate due to the unreliability of the line and edge
information. Note that some researchers have combined an active appearance model (AAM) and multiple level-
sets to automatically identify the peripheral zone (PZ) and central gland (CG) regions of the prostate area [4].
The proposed method does not depend on the landmark point problems in comparison with the traditional
AAM. The same authors also worked on prostate MRI segmentation using the level-sets scheme to overcome
the issues related to the landmarks’ determination [5]. It determines the desired object in the new image by
applying a registration-based method. Other prostate region segmentation works include a level-set based model
that uses shape and texture data to predict the model and positional parameters [6] and a 3-D scheme based on
matched shape contents with AAM, which utilizes PCA to combine the shape information [7]. Chandra et al. [8]
proposed an automatic deformable model for prostate segmentation in MR images. They created a deformable
model by applying the case-specific processing to a new scan. Finally, the created model iteratively regulates a
surface to match the prostate edges. A multistart optimization framework and a minimum description length
group-wise image registration scheme were utilized to automatically locate the AAM model in MR images [9].
In the method presented by Ling et al. [10], they combined a patient-specific learning method and a population
learning method to segment the prostate region in 3-D CT images. They trained the mentioned models and
calculated their similarities to detect the prostate pixels. Finally, an adaptive threshold method extracted the
prostate region.

In region-based methods, the local intensity information and some statistical features including standard
deviation, mean, and covariance are usually used in an optimization framework for prostate region segmentation.
In these methods, the accuracy of the obtained results generally depends on the energy function definition and
performance of the optimization algorithm. Egger et al. [11] extracted a 3-D shape of the prostate by rendering
the results yielded by a semiautomatic 3-D graph-cut. They extracted the central point of the prostate region
using the proposed method in [12]. Tian et al. [13] optimized a combined cost function using a graph-cut to
detect the prostate area. The cost function was also formed based on two super pixel-based smoothness terms,
a super pixel-based shape data term, and an appearance data term. Other papers presented several techniques
including a graph-cut-based algorithm that uses semantic data resulting from random forest clustering to
construct an energy function [14], a mapping transform framework that creates an adjusted edge distance
map to detect the prostate boundaries [15], a new multi-atlases sparse fusion that uses the subclass discriminate
analysis to estimate the prostate voxels [16], and an automatic adapted atlas-based method (CUMED) [17].

Clustering-based methods use image features including intensity and frequency response of filters to
classify images. Khurd et al. [18] suggested a supervised clustering-based plan, which used the Gaussian
mixture model to classify the CG area. Other researchers utilized a trained, supervised plan based on random
forest clustering, employing the statistical data of shape and appearance (CAMP TUM2) [19]. Convolutional
neural networks (CNN) have been widely utilized to detect prostate area in MR images in the last few years.
As an example, the authors in [20] used the CNN algorithm to segment the prostate edges at the midgland slice
of TRUS images. They utilized the results obtained at the midgland slices to deform a statistical shape model
to detect the prostate region in the other slices. Yu et al. [21] introduced a 3-D CNN, which increased the
obtained results’ accuracy using backpropagation of the gradient flow and forward propagation of the location
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data. Other papers have also reported a combination of CNN either with an optimizing manner [22] or a
model created by an adaptive feature boosting method [23]. A new random walk algorithm-based method was
presented by Ling et al. [24]. To perform automatic prostate segmentation of the image slices (except for the
midgland slice), the authors combined the classification and context information to define the patient-specific
and applicable population knowledge.

Hybrid schemes utilize some combination features such as shape information, region texture, and data
creation by clusters for better performance in the presence of image artifacts and noise. Martin et al. [25]
proposed a combination of graph-cut and level-sets method in an iterative hybrid system for a 3-D object
estimation in MR images. Although the level-sets-based algorithms are more accurate than similar algorithms
in other works, they have a high computational cost. Accordingly, the authors employed a 3-D graph-cut
to initialize the level-set method. Another group employed a combination of fully convolutional networks
(FCNs) and fully convolutional residual networks (FC-ResNets) to generate segmentation prediction using the
normalized images refined via FC-ResNet [26].

This paper proposes a novel and appropriate system based on the statistical shape and appearance model
for prostate segmentation in MR images. We define a new objective function using the edge, texture, position,
and shape information to efficiently overcome the AAM’s problems. Noise sensitivity, finite capture range, low
flexibility of the model contour, and the need for initial placement are typical problems of the AAM that is widely
utilized in medical object segmentation. The position function has been considered to improve the capture range.
The image roughness and extra edge are smoothed in a preprocessing step and the noise sensitivity decreases
using both texture and edge information in the search step. To obtain accurate segmentation, in the search
stage, the model’s shape is compared with a reference shape, and then the shape of the model is changed based
on the comparison results. This helps us to make our system a feedback system.

The remainder of this paper is organized as follows: Section 2 presents the prostate boundaries detection
stages, including the background of the model reconstruction, preprocessing, energy function, and search
algorithm. Section 3 describes the detailed experiments, datasets and results. Section 4 gives a brief discussion,
and Section 5 concludes the paper.

2. Proposed automatic prostate segmentation system

Figure 1 represents the block diagram of the proposed method. The training step involves developing the
AAM model, including the shape and texture model. In this step, PCA is applied to the information extracted
from training images to create the AAM. In the segmentation phase, first, the images corrupted with noise and
roughness are filtered in the preprocessing step. Then the prostate area is segmented using a proper optimization
framework. In this section, each of the mentioned steps is described in detail.

2.1. Background and model reconstruction

As seen in Figure 2, the AAM is created by combining the shape and texture models. Here, the shape and
texture models are generated using the analysis presented in [27]. First, a physician manually outlined the
prostate area in each image of the training images. Accordingly, the shape vector of each image can be defined
as follows:

Xi = [xi0, yi0;xi1, yi1; ....xin, yin]
T
,

X = [X1, X2....Xi],
(1)
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Figure 1. The block diagram of the proposed system. The proposed system consists of two main stages. First, the
model is created. In the segmentation phase, after a proper preprocessing step, the prostate boundaries are extracted
by a new optimization method.

Figure 2. The active appearance model construction steps. First, the manually outlined shape vectors are aligned.
Then the shape and texture model are created using two separate PCA steps. Finally, two models are combined and the
appearance model is constructed.

where Xi is the shape vector of the ith image, [xin , yin ] is the coordinate of the nth landmark point, and i

and n represent the numbers of the training images and landmark points, respectively. The shape vectors are
aligned using the Procrustes method and then PCA is applied to the aligned shape vectors (Xi ). Finally, the
shape model is given by (2):

XNew = X + Psbs, X = 1
i

i∑
k=1

Xk, (2)

where X is the mean shape, Ps contains the eigenvectors of the covariance matrix (which are the principal
components of the shape model), and bs is the shape model parameter, which controls the model deformation.

A similar analysis is applied to generate the texture model. Here, before the PCA implementation, the
intensities of the prostate area should be formed as a texture vector. As shown in Figure 3, first, the prostate
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Figure 3. The texture model construction steps: (a) area outlined by physician and landmark points, (b) mask image,
(c) extracted prostate area using the mask image, (d) patched prostate area using the landmark points, (e) image before
wrapping step, and (f) image after wrapping step.

area (which was outlined by the physician) is masked in each image (see Figures 3a–3c). Then the mask image
is patched according to the landmark points (Figure 3d). Next, the resulting patches are wrapped to the mean
shape using the method presented in [28] (Figures 3e and 3f). Finally, the intensities of the prostate area in
the wrapped image are converted to the texture vector. Hence, the texture vectors can be defined as follows:

G = [g1, g2, ...gi], (3)

where gi is the texture vector of the ith image and i is the number of training images. PCA is performed on
the texture vectors (G), after which the texture model is calculated using (4):

GNew = G+ Pgbg, G = 1
i

i∑
k=1

gk, (4)

where G is the mean texture vector, Pg includes eigenvectors of the covariance matrix, and bg represents the
texture model parameter, which controls the intensity changes in the texture model.
As mentioned earlier, the shape and the texture model are controlled by bs and bg . In order to create the
AAM, these parameters have been combined using (2) and (4), as follows:

c =

[
Wsbs
bg

]
, c =

[
WsPs

T
(X −X)

Pg
T
(G−G)

]
, (5)

where c is the appearance vector and Ws represents a diagonal matrix revealing the weights of the shape model
parameters. The appearance vectors are calculated using (5) for each of the training images (C = [c1, c2, c3, ...ci]).
Then PCA is applied to the appearance vectors, and finally the AAM is found by (6):

CNew = Cmean + Pcbc
∣∣
Cmean≃0 ≃ Pcbc, Cmean = 1

i

i∑
k=1

ck ≃ 0, (6)

where Pc includes eigenvectors of the covariance matrix (which are the principal components of the AAM),
and bc denotes the appearance model parameter, which controls both the intensity changes and the shape
deformation of the AAM. The shape deformation and the texture changes of the AAM can be directly obtained
as follows:

XNew = X + PsWs
−1

Pcsbc

GNew = G+ PgPcgbc
, Pc =

[
Pcs

Pcg

]
, (7)

where the lengths of Pcs and Pcg are equal to the lengths of Xi and gi , respectively.
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2.2. Preprocessing
The MR images utilized in this work were highly corrupted by noise and roughness, which could lead to local
extreme points. On the other hand, the weak edges in these types of images make the conventional methods
such as Gaussian and low-pass filters not suitable for the noise removal. Therefore, to address the mentioned
problem, a preprocessing stage including the Sticks filter [29], morphology smoothing, and anisotropic diffusion
filter has been considered before the segmentation step. In the first step of preprocessing, Sticks filters are
applied for eliminating the noise to improve the contrast of the MR images. In the next stage, morphological
smoothing including top-hat and bottom-hat transform is used to remove the undesirable effects of the Sticks
filter, as shown in (8):

SI = SFI + THI −BHI, (8)

where SI and SFI are the smoothed image and the results obtained by the Sticks filter, respectively. THI

and BHI represent top-hat and bottom-hat transform of the Sticks filter output, which are obtained by (9):

THI = SFI − (SFI ◦Bm), BHI = SFI − (SFI •Bm), (9)

where Bm is a structuring element and ◦ and • are the opening and closing operands, respectively. Lastly, a
nonlinear method, the anisotropic diffusion filter (ADF), is used to reduce the effect of filtering in the proximity
of edges. The ADF was thoroughly studied in [30].

2.3. Objective function
We have proposed a novel objective function to segment the prostate area in new images. Suppose the position
of the AAM in the new image is defined as follows:

XNew = F (X + Psbs, t, s, θ), (10)

where t , s , θ , and bs are translation, scaling, rotation, and deformation parameters, respectively. On the other
hand, the objective function should be defined as in an optimizing problem to find the best position of the
AAM. Accordingly, it can be generally defined as (11):

Y − F (Xmodel, t, s, θ) = 0, (11)

where Y is the best position (prostate area) for X . Since in (11), Y is the prostate area boundaries, and on
the other hand, there is enough information about the exact position of the prostate area, in this work, the
prostate region features have been used instead of Y . Accordingly, the objective function is defined as follows:

E =
[
1/(Epos)

]
× [αEedge + βEg + γEShape] , (12)

where α , β , and γ determine the effects of each energy function. In (12), Eedge , Eg , Epos , and EShape

represent the edge energy, the texture energy, the position energy, and the shape energy, respectively. The
proposed objective function should be minimized to detect the prostate boundaries.

The position energy (Epos ) increases the capture range of the proposed method in comparison with
previous works. It shows the correct position probability of the shape model in the searching step whose value
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is 0–1. A value equal to 0 means that the model is far from the prostate area while a value close to 1 suggests
that the model is near the prostate area. Therefore, the shape model is automatically attracted to the prostate
area using the position energy. The value of the position energy is calculated as follows:

Epos =
(
1/Am

) x∑
k1=1

y∑
k2=1

epos(k1, k2), (13)

where Am is the area of the model mask and epos is obtained by (14):

epos(x, y) = p(x, y) •BWmodel(x, y), (14)

where • and BWmodel are the AND operand and the model mask (a binary image – the inside and outside
of the model area are selected as 0 and 1), respectively, and p(x, y) denotes the position possibility, which is
defined as follows:

p(x, y) =
(
1/i

) i∑
k=1

BWk(x, y), (15)

where BWk are the mask images (in a binary image, the inside and outside of the prostate area, which are
outlined in the training step by a physician, have the values of 0 and 1, respectively) and i indicates the number
of training images. The final value of Epos can be corrected for more accurate segmentation as follows:

Epos =

{
EposEpos < th
1Epos >= th,

(16)

where th ≥ 0.5 is a threshold parameter (in this work, the value of 0.75 has been assigned to th based on the
test’s results). Figure 4 reveals the results obtained using (15) (Figure 4a) and (16) (Figure 4b).
The edge energy (Eedge ), defined in (17), pushes the model to the object’s edges in the image:

Eedge =
n∑

k=1

1/∆(G ∗ I(xk, yk)), (17)

where I , [xk, yk] , G , and ∗ are the input image, model coordinates, Gaussian filter mask, and linear convolution
operator, respectively. Other external energies including gradient vector flow (GVF) [31] and vector field
convolution (VFC) [32] can be used as the edge energy to improve the capture range of the proposed method.
However, we have not considered these energies, since they have a high computational cost.

Since there is some information of the prostate area texture in the AAM, it can produce a texture similar
to the prostate area using (7). Therefore, the texture energy is defined as in (18):

Eg =

√√√√ l∑
k=1

(gmodelk
− gimagek

)
2
, (18)

where gmodel and gimage are the intensity vectors (with length of l ) of the texture generated by the
models and texture available in the inner area of the model contour in the image, respectively.

The shape of the model is deformed in the searching step. Therefore, the shape energy is defined to avoid
unfavorable model deformation. This energy determines the extent of difference between shapes. Therefore, the
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Figure 4. The position energy: (a) before thresholding and (b) after thresholding.

shape energy can control (using determination of γ ) the model deformation, when its shape is compared with
a reference shape (mean shape). In order to obtain the shape energy, a new index, called SIndex , is defined as
follows:

SIndex =
P

A
× D̄, (19)

where P is the perimeter of the shape, A represents the area of the shape, and D̄denotes a distance parameter,
which determines the distance between the points on the shape boundary and the shape gravity center, and is
defined as follows:

D̄ =
n∑

k=1

Dk, D = [D1, D2, ..., Dn], Dk =

√
(xk − xc)

2
+ (yk − yc)

2
, (20)

where [xc = 1
n

n∑
k=1

xk, yc = 1
n

n∑
k=1

yk ] are the coordinates of the shape gravity center. Suppose that there are

two similar shapes, where the second shape is S times larger than the first shape. In this case, the distance
between two shapes can be calculated as follows:

A2 = S2A1

P2 = SP1

D̄2 = SD̄1

→ SIndex2
= P2

A2
D̄2 = SP1

S2A1
SD̄1 = P1

A1
D̄1 = SIndex1

. (21)

Therefore, two similar shapes with a different scale have equal SIndex . According to Figure 5, the distance
vector is obtained for each shape to eliminate the aligning phase (in the usual comparison methods, first, two
shapes should be aligned). As shown geometrically, when the distance vector is calculated, it is tantamount to
the transmission of the shape to the coordinate center. Based on the mentioned point, the shape energy can be

calculated using (22):

EShape =

{
SIndex1 − SIndex2

1
L < V < L

|SIndex1 − SIndex2 | otherwise,
(22)
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Algorithm 1 Optimizing algorithm.
1: Start
2: Eold ←∞, posold ← Xinitial, t = told ← 0, S = sold ← 0, θ = θold ← 0, It ← 0,K ← 251.
3: loop
4: It ← It + 1
5: C = [xmc, ymc] 2.
6: CPmax = [xPmax , yPmax ]

3.
7: L = [dx, dy ] = [(xmc − xPmax )], (ymc − yPmax ) .

8: Xnew = S ×
[

cos θ − sin θ
sin θ cos θ

]
× (posold) + (t+ L) .

9: ET = E(pos) .
10: if ET > Eold then
11: pos← posold
12: else
13: Eold ← ET , posold ← pos, told ← t, Sold ← S, θold ← 0 .
14: end if
15: S = Sold + steps, t = told+ stept, θ = θold + stepθ .
16: if It > K then
17: Break
18: end if
19: end loop
20: End

where L ≃ 1 , V =

∣∣∣∣ (P1
S1

×D1)

(
P2
S2

×D2)

∣∣∣∣ , and V ar are the variance operators. The proposed index, which calculates the

similarity of two shapes, does not need any aligning phase. Therefore, the utilized SIndex in the shape energy
can improve the speed of the search algorithm.

Figure 5. The SIndex structure: SIndex does not need the aligning step for comparison of two shapes.

2.4. Search algorithm

In this section, we present an appropriate algorithm to minimize the presented objective function (12). The
deformation parameters, including t , s , θ , and bs , were not directly involved in the objective function. This
indicates that the objective function was not directly modeled based on the search parameters. Therefore, the
classic optimization methods are not suitable in our case. Here, we employed a new search algorithm, with two
main steps, to accurately segment the prostate region. The first step was finding the prostate location in the
image, and the second step was determining accurate prostate boundaries. t , s , and θ play a major role in
finding the prostate location and bs has a vital role in detecting accurate prostate boundaries in the image. As
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shown in Algorithm 1, an iterative method is presented to detect the prostate location. In this algorithm, bs is
considered equal to 0 where an iterative framework estimates the position of prostate area using the objective
function parameters, Stept , Steps , and Stepθ . Stept , Steps , and Stepθ determine the changes rate of t , s ,
and θ in (10). They deform the model position in the search algorithm. The search algorithm stops when the
iteration number of the search algorithm is equal to K . One should obtain the shape parameter for a more
accurate segmentation of the prostate boundaries. Therefore, the genetic algorithm has been used to find the
shape parameter in the second step. The mentioned steps were performed in a pyramidal framework to obtain
a more accurate optimization. In the pyramidal framework, the original image was considered as level-0 and
the next image in level-1 was obtained by smoothing and subsampling of level-0, which was an image with half
size. The next levels were achieved from the previous level, by further smoothing and subsampling.

3. Experiments and results
The proposed method was tested on T2-weighted MR images provided by the MICCAI Prostate MR Image
Segmentation (PROMISE12) challenge. There were 50 and 30 images in the training and test datasets,
respectively. The mentioned datasets were acquired with different clinical settings.
In the preprocessing stage, the Sticks filter was used twice and the length of its masks was considered as 5 and
15. The element structure used in the morphological smoothing step was a disk, with a length of 5, as follows:

Bm =


0 0 1 0 0
0 1 1 1 0
1 1 1 1 1
0 1 1 1 0
0 0 1 0 0

 . (23)

Nonlinear smoothing was applied five times, and its parameters κ and λ (the effect of these parameters on
the image was thoroughly studied in [31]) were experimentally selected as 4 and 0.143, respectively. Figure 6
displays the effect of the preprocessing stage on the contrast of a typical MR image (see Figures 6a and 6b).
According to Figure 6c, the noise and roughness have been almost eliminated.

Figure 6. The effect of preprocessing stage on the image intensities: (a) image before preprocessing stage, (b) image
after preprocessing stage, and (c) the middle column profile intensities of the prostate area; the prostate area has been
completely smoothed and the image contrast around the prostate boundaries has been enhanced.

The algorithm presented in Section 2.4 was used to segment the prostate area in the test images. In
order to achieve more accurate segmentation, the values of α , β , and γ in the objective function (12) were
experimentally fixed as 1, 100, and 15, respectively. Furthermore, as illustrated in Figure 7, the average
execution time for the presented method changed with elevation of K (see Figure 7a). On the other hand,
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the objective function value decreased with the growth of K (see Figure 7b). Therefore, the value of K was
selected as 25, to improve the algorithm execution time (see Figure 7c). The values of stept , steps , and stepθ

were also obtained from the following vectors, respectively:

stept =

[
xt

yt

]
=

{
xt = [0, 0, 0, 0, 0,−2,−1, 1, 2]
yt = [−2,−1, 0, 1, 2, 0, 0, 0, 0] ,

steps = [−.15− .0750.075.15] , stepθ = [−.10.1] .
(24)

Figure 7. (a) Effect of the iteration number (K) on the execution time; (b) effect of the iteration number (K) on the
segmentation accuracy; (c) the best value of K is 25 based on the test results.

The genetic algorithm was utilized to determine the shape parameter. The parameters required to
perform the genetic algorithm, including the population size, the mutation rate, the fraction of the population,
the number of iterations, and the number of bits in each parameter, were experimentally fixed to 100, 0.15,
0.5, 25, and 5, respectively. The pyramidal framework was done for 4 levels. Figure 8 presents the search
algorithm’s effect on the value of the objective function (Figure 8a) and the obtained results in a typical MR
image (Figure 8b). Also, Figure 9 demonstrates the segmentation results for some typical prostate images. In
some cases, the low contrast of the image reduced the segmentation accuracy, which occurred particularly in
the apex slices.

4. Discussion
We have compared the accuracy of the proposed method with that of the other works presented in the MICCAI
Prostate MR Image Segmentation4 challenge. The quantitative performance of the methods presented in
PROMISE12 has been evaluated using some metrics, including the Dice similarity coefficient (DSC), Hausdorff
distance (HD), relative absolute volume difference (RVD), and average boundary distance (ABD). The DSC is
obtained using (25):

DSC = 2×
[
(A ∩B)/(A ∪B)

]
. (25)

The RVD is defined as follows:

RVD(A,B) = 100×
(
A

B
− 1

)
, (26)

where A and B are the regions segmented by the presented system and the ground truth segmentation, respec-
tively.

4PROMISE12 (2012). MICCAI Prostate MR Image Segmentation [online]. Website https://promise12.grand-challenge.org
[October 2012].
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Figure 8. The segmentation pyramidal structure: (a) effect of the search algorithm on the value of the objective function
at several levels; (b) the search algorithm applied in a 4-level pyramidal structure to segment the prostate area. The
pyramid scheme leads to a faster and more accurate prostate area segmentation.

Figure 9. The segmentation results on some test images: the yellow and red contours represent the ground truth
and system segmentation results, respectively. The artifacts, shadows, and tissue similarity reduced the segmentation
accuracy in the apex slices. These images are available from the PROMISE12 challenge’s website.

ABD is calculated using (27):

ABD(Xs,Ys) =

( ∑
x∈Xs

min
y∈Ys

d(x, y)+
∑

y∈Ys

min
x∈Xs

d(x, y)

)
Xs + Ys

. (27)

Finally, regular HD distance is described as follows:

HDm(Xs, Ys) = max
x∈Xs

(min
y∈Ys

d(x, y)),HD(Xs, Ys) = max(HDm(Xs, Ys),HDm(Ys, Xs)), (28)

where Xs and Ys are the surface points sets of the ground truth and presented system segmentation, respectively,
and d is the Euclidean distance operand. The results obtained from the test phase are presented in Table 1. The
average values of RVD, DSC, ABD, and HD for all of the test images have been calculated as 7.17± 15.53%,
87.40± 5.00%, 1.89± 0.44 mm, and 4.92± 1.43 mm, respectively. Based on the test’s results, the proposed
method ranked among the top 5 of the presented works. In our method, the prostate’s position was estimated
using the probability position function in a new image. Thus, the initial placement was not required. Meanwhile,
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the segmentation results were more accurate than those of the other works in the base and middle slices, because
the noise and extra edges were removed in the preprocessing step, the texture and edge information were used,
and the shape of the model was always compared to a reference shape (mean shape of the prostate). As shown
in Table 2, the average values of RVD, DSC, ABD, and HD for the other work by the authors (IAU) presented
in [33] were obtained as 12.96%, 87.55%, 2.00 mm, and 5.32 mm in the base slices and 7.67%, 89.28%, 1.86

mm, and 5.34 mm in the middle slices, and 24.69%, 79.84%, 2.57 mm, and 6.31 mm in the apex slices,
respectively. The average of the corresponding indices for our presented method (SCIRESU) were calculated
as 8.18%, 88.97%, 1.81 mm, and 4.51 mm in the base slices; 6.01%, 90.20%, 1.74 mm, and 4.92 mm in the
middle slices; and 7.32%, 83.30%, 2.11 mm, and 5.34 mm in the apex slices, respectively. Due to the variety
of prostate shapes, the low contrast, and poor edges in MR images (especially in apex slices), the segmentation
accuracy in the IAU method was somewhat lower than the presented method in this paper. In this paper, a
new objective function was used that has less sensitivity to the edges than the previous one. As a result, this
increased accuracy compared with previous work. Here, owing to employing PCA in the AAM creation process,
the shape variation of the AAM-based method decreased. Therefore, even if the position of the prostate is
correctly estimated in the apex slices, there are some cases where the precision of segmentation is reduced. As
shown in Table 2, in the apex slices, the average values of RVD, DSC, ABD, and HD for the work (CUMED)
were calculated and obtained as 15.18%, 86.81%, 1.74 mm, and 4.29 mm, respectively. On the other hand,
the averages of the same indices for our proposed system were found as 7.32%, 83.3%, 2.11 mm, and 5.34 mm,
respectively.

Table 1. Evaluation of the proposed method based on the DSC, H.D, ABD, and RVD indexes.

Metric Whole Base Apex

DSC Average 0.90±0.02 0.89±0.03 0.83±0.10
Score 85.33±3.47 88.00±3.37 87.67±6.04

H.D Average 4.93±1.25 4.51±1.33 5.34±1.72
Score 86.89±3.34 89.22±3.19 87.39±4.07

ABD Average 1.74±0.29 1.81±0.41 2.11±0.63
Score 85.60±2.43 87.69±2.80 87.57±3.96

RVD Average 6.01±8.45 8.18±13.66 7.33±24.50
Score 81.20±15.44 84.80±11.34 85.60±12.86
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5. Conclusions
In this paper, we have proposed a new automatic system for prostate segmentation in MR images based on
the AAM. The results of simulations revealed the superiority of the proposed method in comparison with the
similar reported methods. The unwanted edges and noise were efficiently removed using a proper preprocessing
step, including the Sticks filter, morphology smoothing, and anisotropic diffusion filter. A preprocessing step
was utilized to provide suitable conditions for more accurate segmentation. We also introduced a new objective
function, which used the position, texture, edge, and shape information. Thanks to this objective function,
our proposed method did not need initialization of the prostate location. In other words, the position energy
was employed in the objective function to enhance the capture range of the presented model. As explained in
Section 4, the segmentation accuracy also improved in comparison with that of similar works using the edge
and texture information in the objective function. A new index, SIndex , was also introduced. This index could
directly (without need of aligning the shapes) calculate the difference of the shapes. The proposed method was
tested on the MICCAI Prostate MR Image Segmentation (PROMISE12) challenge, leading to a DCS accuracy
of 87.4± 5.00%. In future research, one can (1) develop a system for directly segmenting the prostate in 3-D
MR images, (2) enhance the segmentation accuracy in apex slices by working on the AAM deformation method,
and (3) lengthen the execution time using a better search algorithm.
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