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Abstract: In this paper, an earlier method proposed by the authors to make smart recommendations utilizing artificial
intelligence and the latest technologies developed for the television area is expanded further using controlled clustering
with genetic algorithms (CCGA). For this purpose, genetic algorithms (GAs), artificial neural networks (ANNs), and
hybrid broadcast broadband television (HbbTV) are combined to get the users’ television viewing habits and to create
profiles. Then television programs are recommended to the users based on that profiling. The data gathered by the
developed HbbTV application for previous studies are reused in this study. These data are employed to cluster users.
The number of clusters is found by CCGA, a method proposed in this paper. For each cluster formed by CCGA, a
separate ANN is designed to learn the viewing habits of the users of the corresponding cluster. The weight matrices
are initialized also by GA. The recommendations produced using the proposed model are then presented by the same
HbbTV application developed by the authors. Clustering with GAs gives better results when compared to the well-known
K-means clustering algorithm.

Key words: Artificial neural networks, genetic algorithms, hybrid broadcast broadband television, program recommen-
dation, user profiling

1. Introduction
Before the digitalization of TV broadcasts, there was a limited number of TV channels available to viewers
and hence viewers had only a few programs shown at the same time to choose among. The developments in
technology, both on broadcaster and receiver sides, have enabled larger amounts data to be transmitted, hence
increasing the number of channels significantly. Now users have access to more than 100 channels on terrestrial
and thousands of channels on satellite. There are at least hundreds of different programs available to users
at any given time, which created the modern-age problem for users: “Is there any program that matches my
tastes, and if yes, on which channel?”

Monitoring users’ viewing habits and recommending television programs based on these habits is not a
new topic. However, there is still room for improvement for two main challenges: how to collect data from users
and how to use the data to model the users. The most common limitations are data collection for multiple devices
and users, and the capacity of the receiver for modeling. Instead of utilizing receivers for excessive calculations,
centralizing the intelligence and the logic on the server side would be wiser since cloud computing can handle
∗Correspondence: ihsan@topalli-ai.com
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big data operations and requests coming from more than one client at a time. The necessity of receiver software
modifications is another drawback of current systems, which means having only a particular compatible receiver
set to make use of these systems. Evidently, this makes it difficult to expand these recommendation solutions
within consumer environments. The IPTV (Internet Protocol Television) platforms where television broadcasts
are sent over dedicated IP networks partially address these challenges. IPTV providers usually have dedicated
closed network infrastructure where users use a broadband connected set-top box (STB) to receive broadcasts.
Each IPTV provider has proprietary requirements for software on the receiver and it is not possible to expand
the same recommendation method between providers.

Contrary to proprietary systems, HbbTV brings a standardized method for both ends of the broadcast.
The HbbTV framework enables storing choices made by users on a dedicated server controlled by the broadcaster
and no additional device is required by the user other than a receiver, which is configured to receive HbbTV
applications. According to the HbbTV Association, the number of receivers supporting the HbbTV standard
is exceeding 45 million; hence, anyone who has purchased a new TV in the last 8–10 years most likely has
a receiver capable of handling HbbTV. Once the application is deployed by broadcasters and the constructed
model is running on the server side, all consenting users’ data will be collected on the server and these users
will be able to receive recommendations via HbbTV, which is already running on their receivers.

In our previous works [1–3], we developed an HbbTV application for collecting users’ program-watching
history, which was stored and processed on the receiver side. The collected data were employed in the models
proposed by the authors [1–3] for user profiling and program recommendation. In this paper, these models are
improved further by including a method that we call controlled clustering with genetic algorithms (CCGA).
CCGA is a novel clustering technique, which is proposed in this work. The collected data are processed using
CCGA to find the optimum number of clusters. The users are grouped into clusters using the CCGA algorithm.
Then, for each cluster, a dedicated ANN is constructed and trained in parallel. Instead of taking the common
approach of assigning initial weights randomly, these ANNs are started with weights precalculated by a GA.
The inputs of the ANNs are the hour of the day, the day of the week, the age group and gender of the user,
and program genres, while the output layer is formed by 13 neurons representing the genres and the output
is chosen using the softmax function. Once the model has enough data from the users, it will start making
recommendations; users will be able to get program information matching their profiles via the same HbbTV
application.

The method proposed by the authors is different from others as it utilizes a standardized solution, HbbTV.
To the best of the authors’ information, utilizing an HbbTV application to gather users’ TV viewing patterns
has not been done before. Clustering collected data using CCGA is also introduced by the authors. The
proposed method is not limited to any brand, manufacturer, or delivery system, which makes it possible to
be used with all digital TV receivers. In summary, the main contributions of the paper are incorporating a
platform-free approach (HbbTV) for TV program recommendation and using the new CCGA method to cluster
collected data, which provide users’ TV-watching habits.

This paper is organized as follows: Section 2 provides the theoretical background on the concepts used.
Section 3 gives an overview of the related work. The proposal is detailed in Section 4, with subsections on data
collection, CCGA, learning, and program recommendation. Performed experiments and obtained results are
given in Section 5. Finally, conclusions are drawn in Section 6.
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2. Theoretical background
Key concepts and methodologies used throughout this work are HbbTV for data acquisition, ANNs for machine
learning, and GAs for clustering and machine learning. The following subsections give brief information on
these.

2.1. HbbTV
HbbTV is a worldwide initiative to harmonize the delivery of broadcast and broadband services to users via
connected TVs, STBs, and multiscreen devices. Detailed information can be found in the authors’ previous
work [1] and in the technical specification of European Telecommunications Standards Institute (ETSI) [4].

2.2. Artificial neural networks (ANNs)

The work on ANNs has been very promising in treating nonlinear process modeling. ANNs offer the possibility
of studying large complex nonlinear systems. Such nonlinear systems may be based on data that are noisy
or dependent on each other. The main operating unit of ANNs is the basic artificial neuron, which can be
modeled as a nonlinear device with multiple inputs connected to other neurons by synaptic weights. These
synaptic weights are updated according to an adaptive algorithm, which gives the ANN learning capability. By
adjusting the synaptic weights, ANNs can produce desired outputs when appropriate inputs are applied [5]. A
multilayer perceptron (MLP) is a large class of neural networks with neurons arranged in feedforward layers.
In this structure, neurons in adjacent layers are fully connected through unidirectional links called synaptic
weights.

2.3. GA for clustering
The GA is a widely used method for data clustering. It can be applied to divide the data into a predefined
number of clusters, as well as to detect the number and elements of clusters automatically as proposed by
Bandyopadhyay and Maulik [6].

2.3.1. Using predefined number of clusters
In this case it is assumed that the data are to be clustered into a predefined number of sets. The population P
consists of N chromosomes, shown as follows:

P = {K1 K2 ... KN}. (1)

The cluster set is:
{C1 C2 ... CM}, (2)

where M is the number of clusters, which is a predefined value. Initial cluster centers are chosen randomly:

CCi = Kj i ∈ [1,M ], j ∈ [1, N ]. (3)

Then the cluster center set can be represented as:

{CC1 CC2 ... CCM}. (4)

After determining the centers, chromosomes can be distributed to the clusters based on their distances.
For each chromosome, the distance between the chromosome and each cluster center is calculated and the
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chromosome is assigned to the cluster with the nearest center. These distances between the chromosomes and
the cluster centers can be formulated as:

Dij =

L∑
x=1

(Kj(x)− CCi(x))
2 i ∈ [1,M ], j ∈ [1, N ], (5)

where L is the length of the chromosomes. Then, for all Kj, imin is found where

Diminj = min
i

Dij . (6)

Kj becomes a member of Cimin :

Kj ∈ Cimin
. (7)

With the chromosomes assigned to the clusters, centers are no longer the real centers of the clusters.
They need to be moved to the center of the new members:

CCi(x) =
1

ni

ni∑
j=1

Kj(x) i ∈ [1,M ], x ∈ [1, L], (8)

where ni is the number of chromosomes in the ith cluster. The new cluster center set becomes:

{CC1 CC2 ... CCM}. (9)

At this point, two cluster centers will be selected as parents to produce offspring. However, the parents
need to be strong members of the population according to the survival of the fittest phenomenon. Therefore,
fitness values of each cluster are to be found. The fitness function is the inverse of the sum of the distances of
each cluster member to the center of that cluster, and this fitness function should be maximized. The sum of
distances for each cluster is:

Di =

ni∑
j=1

L∑
x=1

(Kj(x)− CCi(x))
2 i ∈ [1,M ]. (10)

Therefore, the fitness value is:

Fi =
1

Di
i ∈ [1,M ]. (11)

Then the fitness values set becomes the following:

{F1 F2 ... FM}. (12)

Potential parents are the centers of the clusters. Each of them has a chance of selection depending on the fitness
value of their clusters. The probability Φ i of each cluster center against the fitness value Fi can be calculated
as roulette-wheel selection:

Φi =
Fi∑M
j=1 Fj

i ∈ [1,M ], (13)
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where the larger fitness value, the better the chance for selection. Then the set of cluster center probabilities
becomes:

{Φ1 Φ2 ... ΦM}. (14)

The parents are chosen within the cluster centers based on their probabilities calculated in the previous step.
The cluster center with higher probability is more likely to be chosen as a parent. The first parent is CCi1 with

Φi1 = CCi1 i1 ∈ [1,M ], (15)

and the second parent is CCi2 with

Φi2 = CCi2 i2 ∈ [1,M ] where i2 ̸= i1. (16)

Offspring production starts with crossing over the parent chromosomes at a random point. After crossover,
offspring go through a mutation process with a low probability in order to prevent the algorithm from being
stuck in a local minimum. Then the two parents (cluster centers) chosen previously are replaced with the
produced offspring. If the cluster centers are modified, then the algorithm continues from forming the clusters.
If there is no change, it can be terminated.

2.3.2. Automatic detection of number and elements of clusters
The method given by Bandyopadhyay and Maulik [6] proposes automatic evolution of clusters and their numbers
using a GA. In this approach, there is a dataset consisting of the vectors

DataSet = {X1 X2 ... XD} (17)

and a population of chromosomes
P = {K1 K2 ... KN}. (18)

The minimum and the maximum numbers of centers are defined as Kmin and Kmax. Then the population size
N is calculated as

N = 3(Kmax − 1). (19)

For each chromosome Kj, j = 1, …, N, a random number rj is assigned. This means the chromosome Kj consists
of rj data points and (Kmax – rj) “don’t cares”. Then the clusters are formed for each chromosome Kj by
assigning data points to rj clusters corresponding to the closest center. Cluster centroids are found as

zi =
1

ni

∑
X∈Ci

X i = 1, ...rj , (20)

where ni is the number of data points in cluster Ci. The scatter within Ci for each chromosome Kj is calculated
as

Si =
1

ni

∑
X∈Ci

∥ X − zi ∥ i = 1, ...rj , (21)

and the distance between clusters Ci and Ck is

dik =∥ zi − zk ∥ i, k = 1, ...rj . (22)
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The Davies–Bouldin (DB) index for each chromosome Kj is measured to find the fitness value:

DBj =
1

rj

rj∑
i=1

min
k,k ̸=i

si − sk
dik

, (23)

Fj =
1

DBj
. (24)

Chromosomes undergo crossover and mutation phases according to the roulette-wheel of DBj after calculating
the fitness values. The old generation is replaced with generated offspring. This procedure is repeated with the
new population and Kj with the best fitness is selected. The final number of clusters is equal to the number of
data points in Kj. Final members of clusters are assigned around these data points (cluster centers).

3. Literature survey
There are many researchers working on the user profiling problem since the beginning of the 2000s. Program
recommendation systems and personalized program guides have been the focus of many studies in recent years.
Recommender systems can be classified into three main groups as per Adomavicius and Tuzhilin’s overview [7]:

• content-based, where items similar to the ones the users preferred in the past are recommended;

• collaborative, where items that other people with similar tastes and preferences liked in the past are
recommended; and

• hybrid approaches, where the above methods are combined.

The hybrid approach of Barragáns-Martínez et al. utilizes singular value decomposition to make television
program recommendations in search for a solution to the limitations of content-based and collaborative filtering
systems [8]. However, the users need a Web browser to define and enter their preferences and ratings in their
system.

The TV Advisor of Das and Horst [9], PTV system of Cotter and Smyth [10], and EPG work of Ardissono
et al. [11] are examples of the first television program recommender systems. Among the more recent works,
the ones by Wu et al. [12], Tang et al. [13], and Stakhiyevich and Huang [14] can be given.

The TV Advisor of Das and Horst [9] expects TV viewers to specify their preferences to generate
recommendations. Cotter and Smyth’s PTV uses a mixture of content-based reasoning and collaborative
filtering in order to learn user preferences for generating recommendations [10]. Ardissono et al. [11] created the
Personalized EPG that employs a module-based system designed for digital receivers. In their work, three user
modeling modules collaborate in preparing the final recommendations: Explicit Preferences Expert (preferences
declared by the users during initial setup), Stereotypical Expert (users’ personal data known to the system and
the explicit preferences stated), and Dynamic Expert (users’ watching behaviors).

In the construction of recommendation systems, Wu et al. [12] proposed another approach, dual-
regularized matrix factorization with deep neural networks, to make use of textual information. They stacked
convolutional neural networks and recurrent neural networks and generated representations from their descrip-
tions. Tang et al. [13] proposed a backpropagation neural network recommendation algorithm based on a cloud
model. In their algorithm, the user ratings are dealt with by cloud model transformation methods and, at the
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end, multiple prediction values for users are generated constituting the cloud layer. Using this cloud layer with
the neural network, the accuracy of rating prediction is improved. A list of recommendations is generated for
the user of concern based on the model. In their work, Stakhiyevich and Huang [14] studied user profiles and
their effects on recommendations, in particular for movie recommendation systems. Their method provides
recommendations by using similarities between the profile of the user and the features of the movie. Then they
make a comparison on how the methods used for creating the user profile affect the provided recommendations.

The papers by Yang et al. [15], Yin et al. [16], and Gao et al. [17] can be given as recent examples
on recommendation systems dedicated to the IPTV domain. For a history of the evolution of recommendation
engines, the work by Smyth and Cotter can be cited [18].

Another recommendation system example, focusing mainly on movies, is the work of Çataltepe et
al. [19], in which different content-based and collaborative recommendation methods for a Turkish movie
recommendation system are evaluated and combined. Movie description, actors, directors, years, and genre
data are gathered for their recommendation tool. Content features and past implicit ratings acquired from the
user are used to produce content feature-based user profiles. Then feature selection is applied on these profiles.
Their experimental results show an increase in recommendation success, especially for users who have watched
a small number of movies in the past.

The user profiling method proposed in this paper is based on HbbTV. An earlier paper by the authors
presented the initial findings of this work [1]. In another paper by the authors, the problem was approached in
a similar way but by making use of traditional GA clustering methods only [2]. There is no other user profiling
work utilizing HbbTV to the best of the authors’ knowledge. Since it is a public standard and it does not
require any special software or hardware, it can be realized more widely than the above methods.

Bandyopadhyay and Maulik proposed a method for the evolution of the number of clusters automatically.
A new string representation, comprising both real numbers and the “do not care” symbol, is used in order to
encode a variable number of clusters [6]. As a measure of the validity of the clusters, the Davies-–Bouldin index
is used.

Toz’s work [20] proposed an improved form of the ant lion optimization algorithm to solve image clustering
problems using a new boundary-decreasing procedure and to obtain well-separated clusters while minimizing
the intracluster distances. The experiments showed an improvement in the algorithm and very competitive
image clustering results.

In this work, a GA-based algorithm CCGA is proposed to find the number and members of user clusters.
It is a modified version of the method mentioned above and it introduces a penalizing transformation for the
fitness calculation. This modified version is more appropriate for the time- and size-critical cases as the number
of ANNs and the number of learning epochs need to be controlled in the problem presented here.

4. Proposed approach

The proposed approach consists of: 1. data gathering by the HbbTV application (explicit and implicit); 2.
automatic detection of number and elements of clusters by CCGA; 3. ANN weight initialization by the GA; 4.
ANN training; and 5. program recommendation again by the HbbTV.

The data collection is achieved by the HbbTV application running on the receiver. The HbbTV applica-
tion sends explicit and implicit data from all the receivers to the cloud. At the server side, the number and the
members of clusters are detected automatically by CCGA, a GA-based method proposed in this paper. This is
done using the explicitly acquired data. Next, a dedicated ANN is formed for each cluster user.
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The weights of these ANNs are initialized using the GA. Then they are trained and tested again on the
server by using both types of data. At the end, the same HbbTV application fetches the recommendations from
the cloud for each user and shows them on the television screen.

In this model, tasks are shared between the receiver and the server. While the receiver is only responsible
for running the HbbTV application for viewing data collection and recommendation presentation, heavy tasks
such as learning and preparing recommendations are left to the server. The overall system diagram is given in
Figure 1, showing receiver-side and server-side task sharing.

Figure 1. Block diagram of the proposed system.

4.1. Phase 1 – Explicit and implicit data gathering

A dataset is mandatory to be able to construct user profiles. As explained in the authors’ previous work [1],
for all users, the data are to be populated while they are watching any content, such as football match on TV1,
news on TV2, or movie on TV3 using the HbbTV application (Figure 2) for all content watched.

Here “explicit data” refers to the information entered by the user directly (age, gender, and preferred
genres), whereas implicit data (genres watched) are sent to the server without direct interaction with the user.

4.2. Phase 2 – CCGA: Controlled clustering with genetic algorithms

Since the cluster data are used in the ANN learning in this work, it is important to find the optimum number
of ANNs and corresponding I/O sets. Undersized clusters result in large numbers of ANNs, which is inefficient
since every new ANN means additional time and cost. Oversized clusters, on the other hand, cause fewer ANNs
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Figure 2. Phase 1 - Data collection.

but longer training times, which is again an unwanted situation. Keeping the number of elements in the clusters
under control and having a distribution of elements into clusters between the predefined limits is the ideal case.
In order to achieve this, a penalizing transformation is introduced for the fitness function calculation.

First the undersized or oversized clusters are identified by setting limit values nmin and nmax:

nmin ≤ n ≤ nmax. (25)

All the clusters having number of elements n between these minimum and maximum values are considered
as ideal cases and no penalty is applied for them. Clusters with number of elements less than the minimum
number and clusters with number of elements greater than the maximum number are considered as undersized
and oversized, respectively, and undergo a penalizing transformation.

The idea introduced here is to use a penalizing transformation for undersized or oversized clusters to force
a smaller fitness function for them. This can be achieved by increasing their DB index, which is equivalent to
increasing their scatter value S. Then the new scatter value S’ becomes as below. The graphical representation
of the penalizing transformation is given in Figure 3.

S′ = f(S) =



nmin

2 n = 1

n2
min+(2−nmin)n−2

2(nmin−1) S n < nmin

S nmin ≤ n ≤ nmax

n
nmax

S n > nmax

(26)

As seen from the graph, there is no penalty for the clusters whose sizes are between the limits. For
outside the limits, a linear penalty is introduced. As cluster size gets further away from these boundaries, the
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Figure 3. Graphical representation of the penalizing transformation.

induced penalty increases. Then the modified DB index for the k th chromosome becomes

DB′
k =

1

rk

rk∑
i=1

max
j,j ̸=i

S′
i − S′

j

dij
, (27)

and the modified fitness function is calculated as

F ′
k =

1

DB′
k

. (28)

The DB index of the clusters whose number of elements is beyond these borders is increased; hence, the
fitness function of those clusters is decreased. This means they have less chance of reproduction. Therefore, over
the course of GA iterations, the number of elements n in each cluster is limited to a value between a minimum
and a maximum figure.

The explicit data (age, gender, and genre preferences) collected in Phase 1 are used as the content of the
chromosomes (genes) in CCGA.

Age is represented by a single value, while gender is given as either 0 (female) or 1 (male). Genre
preferences are represented by a number between 1 and 13 (Table 1). Then the gene values are normalized
between zero and one. For reproduction, single-point crossover is used.

Table 1. Genre values used as genes in the chromosomes.

Genre Value Genre Value Genre Value
Turkish movie (TM) 1 Show 6 Social 11
Foreign movie (FM) 2 Sports 7 Education 12
Turkish drama (TD) 3 Children 8 Leisure 13
Foreign drama (FD) 4 Music 9
News 5 Art 10
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4.3. Phase 3 – ANN weight initialization by GA
In this work, a four-layer MLP model is used. The input layer consists of user information, the time of the day,
the day of the hour, gender, age, and available genres of the time of concern. The first and the second hidden
layers have 30 neurons each, a value selected close to the number of inputs. The output layer has 13 neurons,
representing the number of the genres. The connections between these layers are represented by weights and
they need to be initialized before the learning starts.

The general trend is to start learning with random weights. However, it is demonstrated that the weight
initialization by the GA gives good results for supervised learning classification problems [21]. Therefore, this
approach is taken here. A separate ANN is formulated for each cluster and the weights of each ANN are
initialized by the GA.

Parents are selected according to roulette-wheel algorithm. After single-point crossover and mutation
with 1% probability, offspring are created and replaced by the parents. The resulting weights are stored to be
used in the next phase as the ANN initial weights.

4.4. Phase 4 – ANN learning
After the weight initialization, ANN learning takes place. Constructed ANNs are trained and tested several
times with randomly selected 90% and 10% of the data collected by the HbbTV application, respectively, to
avoid overfitting.

During each epoch, randomly ordered training data are fed into the neural networks and after each
input/output data element, the weights are updated. At the end of each epoch, test data are fed into the
network and error is calculated without changing the weights. The average test error is compared against the
previously calculated minimum test error, and if lower, this epoch’s average test error becomes the new minimum
test error. Hence, this set of weights is stored. Learning is terminated either at a predetermined epoch or at a
test error below a predetermined value and stored weights are used for the program recommendation phase.

It is known that the learning of neural networks is effective if the learning rate, η , is appropriately
chosen. A too small η makes learning impractically slow and is therefore not useful and a too large η spoils the
convergence of learning. Therefore, in this work the learning rate is taken as 0.5. The slope of the sigmoid, γ ,
defines the shape of the sigmoid. Larger values make the sigmoid closer to a step function. Hence, it is taken as
0.9 in this study. The momentum factor, α , is used to smooth the weight changes in order to improve learning.
As α gets closer to 1, more weight is given to the past gradients. Here, it is used as 0.9. All the values used for
learning rate, η , sigmoid slope, γ , and momentum factor, α , are typical values. They are chosen as “balanced”
figures, which cause neither overshoot nor slow convergence. Learning starts with the weights initialized by the
GA in the previous phase.

In this model, ANN learning immediately starts when at least one user has watched at least ten programs
from a genre. Other users and genres are gradually included in the training and testing sets when they have
reached at least ten data. Learning is performed on a daily basis (e.g., every night at 03:00 am) so that the new
users of that day can be included in the system. ANN weights of minimum test errors are saved for the next
day’s training.

4.5. Phase 5 – Program recommendation
The ANN model successfully constructed after the learning phase is ready to make recommendations suitable
to the user’s viewing tastes. Suggestions are provided to the user via the same HbbTV application, which
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communicates with the “Recommendation Engine” in the cloud (Figure 4). The recommendation engine uses
the trained and tested ANN of the cluster that the user belongs to and calculates the output vector by providing
the necessary inputs and using the stored weights. The greatest value of the output vector is considered as the
ANN output and the genre associated with that output neuron is taken as the genre to be recommended. Then
the recommendation engine lists the current programs for which the genre matches with the ANN output, and
the HbbTV application fetches this list to present to the user.

Figure 4. Phase 5 - Program recommendation.

5. Experiments and results
Utilizing an HbbTV application to collect data has practical difficulties such as adding that HbbTV application
to the real broadcast signal. Therefore, the data are collected using another approach as if they came from the
HbbTV application. It is done by an online questionnaire where participants provide age, gender, and genre
preferences. These data are used as the explicit information. As the implicit information, data are generated
from the questionnaire responses. The logic for data generation is the same as in the authors’ previous work
[3].

There were 248 people participating in the questionnaire. Genderwise, female participants (101 people,
41%) were slightly less than male participants (147 people, 59%). With these data, three experiments are
conducted:

• Experiment I: Clustering 248 people to a predefined number (eight) of sets by GA, and then training eight
ANNs with these clustered sets with random initial weights.

• Experiment II: Finding the numbers and members of clusters automatically and clustering 248 people to
that number (17) of sets by CCGA, and then training 17 ANNs with these clustered sets with GA-based
initial weights.

• Experiment III: Clustering 248 people to a predefined number (eight) of sets by K-means algorithm and
then training eight ANNs with these clustered sets.

1578



TOPALLI and KILINÇ/Turk J Elec Eng & Comp Sci

5.1. Experiment I
In this experiment, the users are divided into clusters by GA before the ANN learning. The people who
responded to the questionnaire form the population. Therefore, the size of the population is 248. The number
of clusters is determined as eight. Within 200 iterations the GA has converged and formed the final clusters.
Then each cluster is trained with a separate ANN. The recommendation results for each of them are presented
in Table 2.

Table 2. Recommendation results for Experiment I.

Cluster Number of people Recommendation error (%)
1 18 0.23
2 51 0.39
3 34 0.55
4 46 0.98
5 23 0.87
6 34 0.92
7 27 1.17
8 15 1.37
Weighted avg. 0.77

5.2. Experiment II
In the previous section, the number of clusters is fixed and chosen as eight. Here, it is demonstrated to find
the number and the elements of the clusters automatically by CCGA. The dataset consists of 248 people who
participated in the questionnaire:

DataSet = {X1, X2, , X248}. (29)

The minimum and maximum numbers of centers are chosen as:

Kmin = 2, (30)

Kmax = 100. (31)

Then the population size N is calculated as

N = 3(Kmax1) = 297. (32)

The penalizing transformation limits nmin and nmax are taken as 10 and 30, respectively. The chromo-
somes include age, gender, and five genre preferences three different times: weekday evenings, weekend daytime,
and weekend evenings. According to this algorithm, the final number of clusters is 17; hence, the population is
divided into 17 clusters. Table 3 shows the distribution.

As expected, all cluster sizes are between the minimum and maximum limit values, nmin and nmax. This
shows that CCGA has reached its aim with the penalizing transformation introduced. Then 17 ANNs are
formed and trained with the weight matrices initialized using the GA. Table 4 gives the recommendation results
obtained after 23 ANN learning epochs.
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Table 3. Clustering results with CCGA.

Cluster Number of people Cluster Number of people
1 15 10 11
2 14 11 15
3 22 12 15
4 17 13 16
5 11 14 13
6 10 15 11
7 15 16 17
8 17 17 17
9 10 Total 248

Table 4. Recommendation results for Experiment II.

Cluster Recommendation error (%) Cluster Recommendation error (%)
1 1.64 10 0.92
2 1.11 11 0.58
3 0.57 12 0.42
4 0.69 13 0.44
5 0.44 14 0.54
6 0.69 15 0.97
7 1.01 16 0.63
8 0.39 17 0.95
9 0.46 Weighted avg. 0.72

5.3. Experiment III

K-means is one of the simplest and widely used unsupervised learning algorithms. Therefore, it is chosen as
the comparison algorithm with the GA. The difference between GA and K-means clustering is that there are
no fitness calculation, crossover, or mutation steps in K-means. The results with K-means clustering are shown
in Table 5.

By comparing the results of the three experiments, one can say that data clustering by CCGA and ANN
weight initialization by GA is a better approach than K-means clustering, predefined numbers of clusters, and
random initial weights [3].

6. Conclusion and future work
In this paper, an improved system to collect program genres that users have watched and to make recommenda-
tions in accordance with their viewing history by utilizing HbbTV is proposed. A complete method, including
data collection at the client side, intelligent learning at the server side and program recommendation again
at the client side is proposed, implemented, and validated. This method is shown by developing an HbbTV
application.

Here, the link between the data acquired and programs recommended is constructed with the GA and
ANN. For the proposed method to work well with increasing numbers of users, the ANN learning is improved
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Table 5. Recommendation results for Experiment III.

Cluster Number of people Recommendation error (%)
1 40 1.00
2 37 1.63
3 29 1.03
4 27 0.68
5 23 2.39
6 28 1.04
7 41 1.21
8 23 1.40
Weighted avg. 1.27

by clustering the users. The data of the users with similar features are clustered into smaller subsets and a
separate ANN is created for each cluster. The number and the members of clusters are found by CCGA, a
method based on GA, which improves the previous algorithm for cost- and time-critical processes.

This proposed CCGA-based clustering system is tested with the data collected from 248 people. The
CCGA method determines the optimum number of clusters as 17 and these clusters are formed accordingly.
Then 17 ANNs are constructed to be trained and tested with the respective cluster data. The initial weights
of these ANNs are calculated also by the GA. The recommendation results with CCGA show that finding the
number and the elements of clusters automatically gives smaller errors than using the predefined number of
clusters.

One should note that the dataset collected by the online questionnaire would be significantly different
than the dataset collected by the real HbbTV application. Necessary modifications should be made to the
algorithm proposed here in case a real-time HbbTV dataset is gathered.

The proposed method is tested based on the assumption that for each receiver there would be a single
user. However, in a real home environment, it is most likely that there would be more than one viewer using
the same receiver. In multiple-user environments, the HbbTV application can be modified to present a user
selection screen when the receiver is turned on. Then the database on the server would have different tables for
each user even if the data come from a single receiver.

It is also possible to extend the recommendations given to the users by the HbbTV application. It can
present recommendations not only based on that particular user, but also the most watched program at that
time in the same region, by the people in the same age group, same gender, etc.

It is also possible to get more detailed information regarding the genre (not just “Sports” but “Football”
as well) from the broadcast and the extracted data can be used to improve the recommendations. Once the data
are received by the server, it is also possible to enrich the data with more details. As the server is controlled by
the broadcaster, information regarding the teams involved in a football match or director or actor information
for a movie can be added to the database easily, improving the recommendation.

HbbTV can also be used for other purposes than providing recommendations to the user. Broadcasters
will have an enormous amount of data on their servers, which can easily be used to find out which content has
been watched most or which channel has been the users’ favorite. The data can be used for providing better
user experiences as well as getting more revenue for commercials.
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