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Abstract: This paper investigates the most appropriate application programming interface (API) that best accelerates
the flow-based applications on the wireless sensor networks (WSNs). Each WSN include many sensor nodes which
have limited resources. These sensor nodes are connected together using base stations. The base stations are commonly
network systems with conventional processors which are responsible for handling a large amount of communicated data in
flows of network packets. For this purpose, classification of the communicated packets is considered the primary process
in such systems. With the advent of high-performance multicore processors, developers in the network industry have
considered these processors as a striking choice for implementing a wide range of flow-based wireless sensor networking
applications. The main challenge in this field is choosing and exploiting an API which best allows multithreading; i.e.
one which maximally hides the latency of performing complex operations by threads and increases the overall efficiency
of the cores. This paper assesses the efficiency of Thread, Open Multiprocessing, and Threading Building Blocks (TBB)
libraries in multithread implementation of set-pruning and grid-of-tries packet classification algorithms on dual-core and
quad-core processors. In all cases, the speed and throughput of all parallel versions of the classification algorithms are
much more than the corresponding serial versions. Moreover, for parallel classification of a sufficiently large number
of packets by both classification algorithms, TBB library results in higher throughput and performance than the other
libraries due to its automatic scheduling and internal task stealing mechanism.

Key words: Packet Classification, Multi-threading, Thread, Open Multiprocessing, Threading Building Blocks, wireless
sensor network, efficiency

1. Introduction
Wireless sensor networks (WSNs) are ad hoc networks consisting mainly of small sensor nodes with limited
resources and one or more base stations, which are computationally more powerful nodes that connect the
sensor nodes to other parts of the network [1–6]. The rapid development of the WSN based on the Internet of
Things has brought considerable contest and complex problems in processing data in high-speed networks [7–9].
The continually growing number of sensor nodes in WSN has increased the transmitted traffic and the variety
of monitored parameters. This extensible complexity in the information of the WSN should be handled at the
base stations [7, 10–13].

To accelerate the complex functions in analyzing high-dimensional and self-correlated data over WSN,
packet classification, a primary process inherited form software-defined networking (SDN), is inevitable [7,
∗Correspondence: abbasi@basu.ac.ir
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10, 11, 14–17]. This process accelerates the overall process of base stations by provisioning fast flow-based
network functions instead of slow packet-based ones [18, 19]. Packet classification is nothing but discriminating
packets according to a set of predefined rules [20, 21]. Accelerating this fundamental process directly affects
the overall performance of the WSN systems so that the packet loss, delay, and buffer requirement are reduced
[4, 11, 14, 18, 22, 23].

Work done on the parallelization of packet classification algorithms in wireless sensor networks is few
and far between. The work of Rjakamal et al. can be considered the preliminary work in using parallel packet
classification in WSNs [24]. They introduce the design of a parallel coprocessor which could assist the network
processor of a base station in a WSN to classify network packets very fast. Xianyang et al. introduced using
classification techniques for provisioning the quality of service in WSN [25]. Some researchers like Letswamotse et
al., introduce the idea of software-defined wireless sensor networks (SDWSN) as a network computing paradigm
for applying software-defined networking (SDN) strategies to WSNs [26]. This network paradigm is enriched
with the idea of the parallel classification of network packets.

The review of the literature shows a few studies that considered parallel packet classification techniques
in WSNs. Moreover, none of them considered the limited computational resources of the base stations of WSN
for parallel packet classification. This key challenge has been the main motivation of the proposed study which
investigates the best multithreading programming interface which lets optimum using of multicore processors
on the base stations of the WSNs to accelerate the flow-based applications.

Recently due to increasing volume of incoming packets, multicore processors are used in the architecture
of base stations to speed up packet classification [10, 27, 28]. Interestingly, while the concept of parallel pro-
gramming is almost as old as the computer itself, the design and implementation of parallel algorithms is still
a challenge for many developers. Various application programming interfaces (APIs) such as Open Multipro-
cessing (OpenMP) and Threading Building Blocks (TBB) have so far been produced for code parallelization
in different programming languages [29–31]. However, an important task ahead of the developers of parallel
programming on multicore systems is to select the most appropriate API to get a high-performance parallel
application.

In this regard, this paper examines the most common APIs (C++ 11, OpenMP, TBB) that support code
parallelization in different programming languages with the aim of parallelizing packet classification algorithms.
The std::thread class from the standard library of C++ 11 easily enables the programmer to create threads from
the thread library in the program code. In the simplest case, the task to be accomplished by the thread is a
recursive or void function with or without parameters. In this case, the function is executed by the thread until
the recursion, and then the thread stops. OpenMP API is another flexible API that allows for multithreaded
parallelization with shared memory architecture. OpenMP includes a set of compiler instructions, variables,
and library functions for parallelization of programs as used in computational applications in the fields of
science and engineering [32]. A great advantage of OpenMP is its simple programming method using compiler
instructions. However, the programmer should have a good command of these instructions to decide how and
when to use them [33]. TBB is a C++ library for parallelization that extends C++ through abstraction of
thread management and simple parallel programming. To use this library, the programmer specifies tasks
rather than threads and allows the library itself to efficiently assign tasks to threads. One of the advantages
of this strategy is its scalability. This means that the programmer can use more processor cores with higher
performance [30].
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The packet classification algorithms examined in this paper are the set-pruning trie algorithm and the
grid of tries (GOT) algorithm. These two algorithms use a data structure based on source and destination prefix-
address decision trees to solve packet classification issues [20]. The reason for choosing these two algorithms is
the difference in the tree structures produced as well as their method of traversal to classify an Internet packet
based on the fields of source and destination IP address. This difference in data structure and type of processing
during parallelization with these APIs results in different performances.

The innovations of this article are as follows:

• This paper examines for the first time the classification algorithms of set pruning and GOT in terms of
their parallelization on multicore processors.

• Different parallelization techniques such as thread, OpenMP, and TBB were used to implement the parallel
version of the above-mentioned algorithms.

• Having been parallelized with the mentioned APIs, the classification algorithms were then implemented on
a number of multicore processors and the results were compared according to several evaluation criteria.

The structure of the paper is organized as follows. In Section 2, the structure of the set-pruning trie and
GOT algorithms is reviewed. Section 3 discusses thread, OpenMP, and TBB parallelization libraries. In the
next section, related work on parallelization of classification algorithms on multicore processors is reviewed. The
proposed method for parallelizing the packet classification algorithms as well as how to implement and evaluate
the performance of each API in the parallelized algorithms is described in Section 5 after a brief discussion of
the performance indicators. The final part of the paper consists of some concluding remarks and suggestions
for further research.

2. Related tools and algorithms
This section describes set-pruning trie algorithm and GOT algorithm as well as their method of packet classifi-
cation. In these examples, the filter set in Table 1 is used to describe the algorithms.

Table 1. Example filter set.
Filter no Source prefix Destination prefix Source port Destination port Protocol
Filter 1 * 0* 53 1024-65535 6
Filter 2 1011* 01* 53 443 17
Filter 3 0010* 01100* 0-65535 5632 4
Filter 4 01* * 0-65535 25 17
Filter 5 * 10* 53 443 6
Filter 6 10110* 110* 0-65535 25 17

2.1. Set-pruning trie algorithm
The set-pruning trie algorithm is an improved hierarchical trie algorithm. To produce a hierarchical trie from
the prefixes of source and destination addresses in the classifying filters, a trie is first created based on the
distinctive prefixes of the source address. Each node in the source hierarchical trie which corresponds to one
or more filters with the same prefix is linked through a pointer to the root of a binary trie containing the
destination address prefixes of the same filters. The search function in the hierarchical trie is done sequentially
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in each trie. Thus, for each matching node in the source tree with the source address of the incoming packet,
the search continues on the destination trie which is attached to that node. After the target tree is scanned, the
search is returned to a node in the source trie at which the algorithm had jumped to the destination trie. This
process is called backtrack. It continues until it reaches a leaf node in the source trie. Backtrack is one of the
factors in a hierarchical trie that increases the amount of memory access and, thus, the time of traversal[34, 35].

The set-pruning algorithm avoids backtracking by copying the filters of the target trie of the ancestors
of each child node into the target trie of that node. The set-pruning trie corresponding to the hierarchical trie
of Figure 1a which was created for the filter set in Table 1 is shown in Figure 1b. In Figure 1a, for example,
the root node of the source trie is an ancestor for all other nodes. Moreover, the node corresponding to the
prefix 01* is an ancestor for the node 0010* and the node 1011* is an ancestor for the node 10110*. As shown
in Figure 1b, the entire target trie of ancestor nodes are copied and merged into the target trie of child nodes.
Filters copied from the ancestors into the target trie are displayed in green [36].

Figure 1. The structure of hierarchical trie, set-pruning trie, and GOT algorithm

2.2. Grid of tries (GOT) algorithm

The hierarchical trie algorithm imposes high costs as a result of backtracking. On the other hand, a set-pruning
trie algorithm needs too much storage space although it removes many of the back-tracks of the previous
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algorithm. The grid-of-tries approach uses the key ideas of precomputation and switch pointers to speed up the
search. By these means, GOT jumps from the failed F2 trie to another F2 trie. In the preprocessing step, all
of failure points in the F2 tries are identified and all of the required switch pointers are allocated. This pointer
in any failed F2-trie allows the search algorithm to jump directly to the next possible ancestor F2 trie that
contains a matching filter. The jump occurs at the lowest point in the ancestor F2 trie that has at least as good
an F2 prefix match as the current node. Furthermore, such a jump allows skipping over all filters in the next
ancestor F2 trie with shorter prefixes in the F2 field. This change in the data structure of the hierarchical trie is
shown in Figure 1a, and the results of its conversion to GOT trie data structure is indicated in Figure 1c. The
most important achievement of GOT algorithm is that its memory consumption is approximately equal to that
of the hierarchical trie algorithm while its search complexity is equal to that of the set-pruning trie algorithm.
The search function in this trie is executed in the same way as a set-pruning algorithm. For example, for the
input (10110, 11011, 53, 25, 17), the total number of traversed nodes is 10 [36].

3. Parallelization libraries
3.1. Thread
One of the easiest ways to implement parallelization on multicore processors is to use the C++ standards.
C++ 11 is a shared-memory-concurrency language with explicit thread creation and implicit sharing. This
means that every address can be read and written by defined threads. Therefore, the programmer is responsible
for preventing interference among the threads, or the race state. Programming using a primary threading
interface, such as thread or Pthreads, is an option many programmers use for parallelization. Thread is part
of the standard C++ library. This library uses the std::thread class to manage thread execution. This class
can start a new thread and wait until the execution of that thread is complete. The thread processing library
provides a one-to-one mapping from std::thread onto the threads of the operating system. It also provides
simple instructions for working with operating system threads [37, 38].

3.2. OpenMP
OpenMP is a shared memory programming interface in C, C++, and Fortran on all major compilers and
platforms. The library includes parallelization patterns such as parallel blocks, loop, and tasks supported by
basic concepts like data sharing and synchronization. Parallel algorithms can be expressed in simple, compact
pieces of code to improve productivity. In addition, OpenMP provides a more abstract interface than many
common schedulers used in applied programming. This is a great advantage for implementation of scientific and
analytical algorithms. The underlying concept of this library is the Fork/Join model for parallelization which
is shown in Figure 2. The command used to interpret parallel blocks is #pragma opm parallel [39].

Figure 2. OpenMP parallelization model.

In this model, each parallel block has a master thread, a number of slave threads, and a specified operation.
The master thread and the slave threads are collectively called a team. Each team has a certain size which is
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expressed in terms of the number of master and slave threads. At the beginning of each parallel block, there
is a fork to synchronize the master and slave threads. After all the threads of the team have reached the fork,
each member of the team begins to execute part of the team’s operations that is assigned to it. These parts are
assigned by the compiler at compile time. At the end of each parallel block, a join barrier is used to synchronize
the master and slave threads so that the execution of the program continues sequentially through the master
thread. Therefore, it can be said that processing in this model is divided into three main steps: the first stage
is forking. At this step, the master thread first takes a team from the pool of defined teams or creates a new
team. Then it sets the team size to a specific value and starts to run. The second step is execution in which
the master thread processes along with slave threads that part of the team’s operations which is assigned to it.
The last step is joining. Here, the master thread creates a barrier and waits for all the slave threads to complete
their work. Eventually, the team is collected; that is, it is either returned to the pool team or destroyed [39].

3.3. Threading Building Blocks (TBB)

TBB was first introduced by Intel in 2006 as a parallel programming library. Figure 3 illustrates the general
structure of TBB and how it works to create threads and balance their workloads. This library allows
parallelization to be interpreted both explicitly and implicitly. In the explicit mode, spawning provides the
programmer with full control over the work of each task. The implicit state can be achieved using patterns
such as parallel_for or parallel_reduce that accelerate code-writing. Tasks created explicitly or implicitly are
added to the queue of thread tasks in an abstract space called threads arena. These tasks are carried out by
the master thread or by other workers through a mechanism called theft. In what follows we shall have a look
at this concept.

Figure 3. Components of TBB’s task scheduler.

TBB’s master thread represented by MT in this figure is a software thread that instantiates the
TBB::task_scheduler_init object. All threads that are created by MT and are used to complete MT’s task
are referred to as worker threads. The resource management layer (RML) is the host of a pool of worker
threads. The role of the Market is to distribute the workloads of master threads as well as to assign workers to
the arenas of master threads for carrying out the allocated workloads. The number of available worker threads
is always one less than the maximum of tbb::task_scheduler_ init argument and the total number of logical
cores on the system CPU. The next structure is the arena of each MT that encapsulates all the tasks and
resources available (worker threads) to execute a master thread. A number of slots are assigned to each arena
that represent the number of worker threads which are needed to complete the parallel tasks of the MT. If the
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total number of slots needed for all master threads exceeds the number of workers in the RML pool, allocation
of slots to the arena of MTs will be tailored to the needs. When the task of the master thread comes to an
end, the threads produced at the time of creating each arena are either destroyed or assigned by RML to active
arenas. Each working thread, when run in an arena, executes a scheduling procedure called wait_for_all()
which consists of three nested loops. The inner loop executes the current task by calling the execute() method.
Upon completion of this task, if no further task is called, the program exits the inner loop. In the middle
loop, the get_task() method attempts to dequeue local tasks in a last-in-first-out (LIFO) order. If successful,
the inner loop will be called again. Otherwise, the thread exits the middle loop and the outer loop activates
the stealing mechanism by calling the receive_or_steal_task() method. This method searches for all tasks on
this level. The search includes sending tasks through the task-thread dependency mechanism, reloading tasks
without uploading priority, or reloading tasks left by other workers. If the search does not return a task to run,
this method steals from a victim thread that is randomly selected at the current location. If the failures of a
worker thread to steal exceed a certain threshold (a default value of 100) and the arena of the MT is empty,
the failed worker is released and returned to the pool of RML. The details of how tasks are stolen can be found
in many sources such as [29, 40].

4. Related works
In this section, we shall review studies that have parallelized packet classification algorithms on multicore
processors. In 2011, Pong et al. parallelized the algorithm based on Hashing Round-Down Prefixes (HaRP) and
HyperCuts trie-based algorithm by using multicore processors [41]. Although the parallelization library used in
their research is not specified, their results at best represent a rate of 14.3 million and 4.07 packets per second
for HaRP and HyperCuts algorithms, respectively. Zhou et al. implemented in 2013 two packet classification
algorithms called linear search algorithm and domain tree search algorithm on a multicore processor [31]. In
their study, the algorithms were implemented using the Pthread parallelization library on a 16-core processor.
The maximum throughput obtained in this study was about 11.5 Gbps.

In 2015, Qu et al. implemented the bit-vector algorithm, which is a decomposition-based algorithm, in a
parallel manner on a multicore processor [42]. Decomposition-based algorithms have two phases of search and
combination of results. They used the OpenMP library to parallelize the algorithm. The maximum throughput
obtained in this study was 14.7 million packets per second.

A review of related research suggests that algorithms based on hierarchical set-pruning tries and GOT
have not yet been parallelized on multicore processors. Moreover, despite the extensive capabilities of the
TBB library compared to other parallelization libraries, none of the studies have made use of the TBB library
to parallelize classification algorithms on multicore processors. Therefore, the present study for the first time
implements and compares the performance of packet classification algorithms using C++ parallelization libraries
thread, OpenMP, and TBB. In the next section, we examine the parallelization of the set-pruning trie and GOT
trie algorithms using the above-mentioned parallelization libraries.

5. Implementation and assessment

To classify the input packets of a classifier on a single-core processor, at each step one input packet is received
and classified by traversing the tree created from the filters based on the fields extracted from the packet header.
In this case, it is obvious that increase in the number of packets increases the time of classification linearly.
Therefore, in order to reduce the time of classifying the set of input packets, we distribute them according to
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the mechanisms reviewed in Section 3 over the active threads on the cores of a multicore processor so that the
cores could classify the packets in a parallel manner. The main reason for choosing this approach is that when
a classification algorithm is divided into several parts which should be executed in parallel, the results of each
part may affect the functioning of other parts due to dependencies of data or controlling. Needless to say, this
dependency would reduce the efficiency of parallelization. To solve this problem, we parallelize the algorithm
in a way that the results of each part could not affect the other parts. This way, the highest performance will
be obtained. Therefore, in the proposed parallelization method, packets are distributed among cores that share
a copy of the classifying trie and perform their tasks independently.

The pseudocode of the proposed parallel implementation method is shown in Algorithm 1. The input of
this algorithm is filters F and header of packets P. This method stores the index of the filter that best matches
each packet in an output array (BMF_Result). In the preprocessing step, the tree is created using the filters
(lines 1-2). In the proposed method, the packets are divided between threads and each thread classifies the
number of specified packets (lines 3-10). At first, each thread computes a given packet index based on the total
number of threads and the number of packets, and stores it in the Pindex variable (line 5). Then, the specified
packet is classified by traversing the tree and the index of the best matching filter is stored in the fIdx variable
(line 6). Finally, the algorithm stores the result in the proper element of the output array (lines 7-9).

Due to data-parallel nature of the proposed parallelization model, it is applicable to other algorithms like
decomposition-based, tuple space-based, etc.

Input : Filters F, Packets P
Output: BMF_Result
Pre− processing construct T from F
ParallelPacketClassification

for j ← 0 to
[

|P |
|threads|

]
do

Pindex← (j, |threads|, |P |), fIdx← Null
fIdx← Classify(Pindex,T,F)
if fIdx ! = Null then

BMF_Result(Pindex, fIdx)
end

end
Algorithm 1: Parallel implementation of packet classification algorithm

5.1. Implementation

In this study, according to the architecture of the processors, whose exact specifications are listed in Table 2,
we have defined eight threads each of which selects and classifies a number of input packets corresponding to
its index. Moreover, we have used the thread, OpenMP, and TBB libraries for parallelization.

The proposed methods were implemented on two different multicore systems which are described in Table
2. The Classbench tool was used to create the required data set [43]. This tool generates the dummy filters
required for the classifier as well as the corresponding dummy header sets that are required as test input packets.
This tool meets the needs of the developers of packet classification algorithms to genuine and heterogeneous
filters used in firewalls, IP chains, and access control lists. Due to lack of real datasets, in the majority of the
studies [44–50], the ClassBench tool has been used for producing the required data structure due to a need for
filters and packets that are close to reality in terms of structural characteristics and statistical distribution. We
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Table 2. Specifications of the processors
Specifications First processor Second processor
Name Intel Core i7-740QM Intel Core i7-3770K
Clock speed 1733 MHz 3500 MHz
L1 data cache 4 * 32 KB 4 * 32 KB
L1 inst. Cache 4 * 32 KB 4 * 32 KB
L2 cache 4 * 256 KB 4 * 256 KB
L3 cache 6 MB 8 MB
Main memory 4 GB DDR3 32 GB DDR3
# of Cores 4 4
Operation system Windows 7 Ultimate, 64-bit

produced a set of filters corresponding to the ACL2 parameter containing 1k and 10k filters with 1k to 64k
packets to assess the proposed method.

5.1.1. Results
The results of the implementation of the parallelization methods of set-pruning and GOT algorithms on 1k
filters and 10k filters are presented in Figures 4–11. The criteria for assessing the algorithm on each processor
include throughput, speedup, and efficiency which are presented by formulas (1)–(3), respectively. Throughput
refers to the number of packets classified per second, and speedup refers to the difference in packet classification
time between parallel and serial modes. Here, the unit of throughput is million packets per second.

Throughput =
NumberofPackets

ClassificationT imeinsecond
(1)

Speedup =
SequentialClassificationT ime

ParallelClassificationT ime
(2)

Efficiency =
Speedup

NumberofCores
(3)

In this way, Figures 4–7 show the throughput and speedup of the two algorithms on the first processor
and Figures 8–11 plot the same criteria for the algorithms as implemented on the second processor for input
packets from 1k to 64k.

According to the results shown in the graphs of speedup and throughput for each threading library, thread
needs the highest time for parallel classification in different modes of equal input packets. Moreover, when the
number of input packets is small, the time needed by the thread-parallelized algorithm is higher than the time
needed by the serial version of the same algorithm for classification of the same packets. In other words, in
cases where the number of available components for parallel implementation is low, the relative increase in the
complexity of the timing of the threads in this library in comparison to the complexity of execution would
reduce its time efficiency. This can be seen in graph b in all Figures (4–11) when the number of input packets
in the parallel version of the algorithms on both processors is less than or equal to 4096. In graph b in Figures
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Figure 4. Results of implementation on 1k filters (set-pruning_1th processor).
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Figure 5. Results of implementation on 1k filters (GOT_1th processor).

9 and 11 which address the implementation of GOT algorithm on the second processor, for example, when
the number of packets is 1k and 4k, the throughput of thread is less than the serial version but this has not
happened in OpenMP and TBB and, even with a small number of packets, these libraries have led to a higher
throughput compared to the serial version.

With regard to the throughput graph b in Figures 4–11, TBB library shows the best performance in the
packet classification. In these graphs, the throughput of OpenMP is not optimum because the programmer
himself should choose a dynamic or static scheduling policy to execute the loops. In the meanwhile, the TBB
Scheduler automatically defines the execution of the loops through defined threads by using divide-and-conquer
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Figure 6. Results of implementation on 10k filters (set-pruning_1th processor).
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Figure 7. Results of implementation on 10k filters (GOT_1th processor).

method. In addition, TBB becomes more efficient than dynamic and static schedules by using the technique
of stealing tasks during the execution of threads. Comparison of the throughput of the corresponding data on
both processors as represented in Figures 4–11 indicates that the throughput of both classification algorithms
with all of the three libraries (i.e. OpenMP, thread, and TBB) is better on the second processor than on the
first one. The main reason for this superiority is that the classification time of the second processor is much
less than the first processor. The maximum throughput for set-pruning algorithm using thread, OpenMP, and
TBB is 4.6, 6.37, and 8.09 million packets per second, respectively. This value for GOT algorithm and using
the same libraries is 4.96, 6.5, and 7.97 million packets per second.
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Figure 9. Results of implementation on 1k filters (GOT_2th processor).

Moreover, comparison of the speedup in parallelization of the algorithms using the three libraries as
shown in graph a of Figures 4–11 would indicate that TBB yielded better results for both algorithms and on
both processors. Moreover, in most scenarios for both evaluated algorithms, the speedup of classifying a certain
number of packets based on 1k or 10k filter sets in the first processor is higher than in the second processor. This
observation could be best justified by the higher classification time of the serial version on the first processor in
comparison with the second one as well as the greater time difference between the serial and parallel versions
of the algorithm on the first processor. The best speedup value obtained by using thread, OpenMP, and TBB
for the set-pruning algorithm is 2.93, 3.69, and 4.58 times, respectively, and for GOT 2.91, 3.65, and 4.2 times,
respectively.
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Figure 10. Results of implementation on 10k filters (set-pruning_2th processor).
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Figure 11. Results of implementation on 10k filters (GOT_2th processor).

As can be seen from Figures 4–11, the throughput and speedup of parallelization for both algorithms
using the three libraries has reduced in the classification of a certain number of input packets. This reduction
is partly due to the values of the header fields of the packets in a class as well as the number of threads defined
on the processor that executes classification. When the address field of the packet header can be matched with
longer prefixes in the corresponding fields of classifying filters, the first factor above can increase the frequency
of memory access and classification time as in the serial version of the algorithm. In Graph b in Figures 10 and
11, for example, the throughput of the serial version of set-pruning and GOT algorithms on both processors is
significantly reduced in the 8k input packet classification as compared to the 4k packet classification.
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On the other hand, given the fact that packets are divided among the defined threads for classification,
the volume of thread tasks varies with the number of packets to be classified. For these reasons, the performance
of the parallel libraries in question depends on the number of packets.

Table 3 compares the maximum, minimum, and the average efficiency of competitor multithreading APIs
in parallel classification of different volumes of packets. According to this table, the maximum, minimum, and
the average efficiency of the APIs in parallelizing GOT are more than those in parallelizing set-pruning. In all
cases, the efficiency of TBB is the highest whereas the OpenMP and Thread stand in second and third ranks,
respectively.

Table 3. Efficiency of parallel packet classification methods.

Algorithm Efficiency 1th Processor 2th Processor
Thread OpenMP TBB Thead OpenMP TBB

Set-pruning
Max 0.73276 0.76588 0.90941 0.65169 0.76636 0.90185
Min 0.03981 0.27891 0.23429 0.02771 0.37903 0.37903
Avg 0.34725 0.50614 0.54418 0.36072 0.60507 0.66607

GOT
Max 0.72832 0.73783 0.87527 0.68212 0.77172 0.9127
Min 0.0367 0.24982 0.18957 0.04073 0.478 0.48337
Avg 0.35171 0.47526 0.53249 0.37813 0.58382 0.69321

It can generally be concluded that the TBB library is better than other libraries in parallelizing the two
algorithms on different processors so that it results in the highest throughput and speedup in classification of
1k to 64k test packets by matching them with 1k to 10k classifying filters. Moreover, the OpenMP achieves the
second rank in accelerating the packet classification algorithms on both of multicore processors. Moreover, the
second processor, due to higher performance parameters such as clock frequency, shows better results than the
first processor.

6. Conclusion
In this paper, set-pruning and GOT algorithms which use decision trees to classify network packet headers
were parallelized with thread, OpenMP, and TBB libraries and the performance of these libraries for this task
was investigated and assessed. To this end, due to the different capabilities of the above-mentioned libraries,
the parallelized versions of the two algorithms were executed on two multicore processors to classify various
numbers of input packets (from 1k to 64k) by matching them with filter sets of varying sizes (from 1k to 10k).
The aim was to measure and compare the speedup and throughput in all scenarios. It can be inferred from the
obtained values of speedup and throughput that all parallel versions of the classification algorithms were much
more efficient than the serial versions. Moreover, comparison of the parallelization libraries in corresponding
scenarios would indicate that the number of input packets of the parallel classifier is so effective on the thread
library that, in some cases, the small number of packets causes the performance of the library to become lower
than the serial version of the algorithms. In general, using the TBB library to parallelize both classification
algorithms resulted in higher throughput and performance than other libraries due to its automatic scheduling
and internal task stealing mechanism. The highest throughput rates obtained by the set-pruning algorithm and
the GOT algorithm were 8.09 and 7.97 packets per second, respectively. In future research, we will parallelize the
algorithms on graphics processing unit (GPU) and compare the results with the best parallelization scenario
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obtained in the present study which was implemented with the help of the TBB library. Investigation of
the efficiency of different multithreading APIs on clusters of multicore processing systems is one of the most
important feature works.
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