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Abstract: The main purpose of this paper is to process key information in medical text records and also classify
patients, per different levels of breast imaging-reporting and data system (BI-RADS). The BI-RADS is a scheme for the
standardization of breast imaging reports. Therefore, medical text mining is employed to classify mammography reports
supported BI-RADS. In this research, a new method is proposed for automated BI-RADS classifications extraction from
textual reports and improves the therapeutic procedures. At first, a mammography lexicon is employed for choosing
keywords from medical text reports. Word2vec and term frequency inverse document frequency (TFIDF) techniques are
used for extracting features, finally, they are combined with the hospital information system (HIS) reports and called
With-HIS. The different classifiers like multiclass support vector machine (SVM), naïve Bayesian (NB), extreme gradient
boosting (XGBoost), and multilevel fuzzy min-max neural network (MLF) are used so as to compare the accuracy of
With-HIS and without HIS (called Without-HIS). The results are confirmed that using HIS beside the proposed approach
(Word2vec +TFIDF) encompasses a significant effect on the accuracy of medical text classification. Accuracy within the
proposed method with MLF classifier is 0.89% but Without-HIS is 0.85%.
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1. Introduction
Breast cancer is one of the most common cancers in females and the main cause of death in cancer illnesses (up
to 27% of deaths from all types of cancer) [1–3]. Mammography is the initial imaging method to early detect
breast masses. Fast diagnosis with high accuracy is a serious concern for physicians and health centers when
they are confronted with certain illnesses [1, 2, 4–6]. However, the accuracy in diagnosis, as well as the quality
and speed, can be the boundary between life and death [7]. Breast cancer usually is diagnosed faster than other
cancer types, but some of them waste time to diagnose [2, 8–10]. Therefore, a delayed diagnosis may result in
an undesirable outcome during the treatment of patients [11–13]. The American College of Radiology (ACR)
created the BI-RADS to diminish variation in the radiologists’ descriptions of findings used for diagnosis [14].
BI-RADS contains two main sections: (i) a standard lexicon to explain anatomical features available in breast
imaging, and (ii) a classification module designed to categorize independently to each breast [7]. Table 1 shows
BI-RADS categories and assessment meaning. Seven values of this categorization are from zero to VI and have
meanings incomplete, negative, benign findings, probably benign, suspicious abnormality, highly suggestive of
malignancy and known biopsy with proven malignancy, respectively. For instance, an incomplete classification,
an attempt to ascertain previous imaging, or to call back with the patient for extra views and/or higher quality
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films are results of this method. Also a BI-RADS classification of IV or V warrants biopsy to further evaluate
the lesion [15–17]. In addition to clinical application, BI-RADS is also used in research as a tool for assessment
and assuring the quality of health care in mammography, ultrasound imaging, and magnetic resonance imaging
(MRI).

Table 1. BI-RADS categories [15].

BI-RADS Final assessment meaning Likelihood of cancer
0 Incomplete Not applicable
I Negative Negligible
II Benign finding Negligible
III Probably benign finding <2%
IV Suspicious abnormality (23–34)%
V Highly suggestive of malignancy 95%
VI Malignancy confirmed by biopsy 100%

In the two last decades, many studies have shown that the speed and accuracy of the diagnosis of breast
cancer can have effective results in treatment. Therefore, automation and improving the accuracy of medical
data processing at each stage of the treatment process can be effective results. Some of these studies specialized
in deep learning framework techniques [18–21]. In this paper, the prediction process acts on the basis of textual
data and using text mining (TM) techniques which useful information can be extracted based on the patients’
clinical records at the diagnosis and treatment centers (DTC). It is hypothesized that using TM to analyze
textual records from the DTC and Picture archiving and communication system (PACS) may provide clinically
reliable data [22–24] to predict BI-RADS levels. TM approaches have been used in medical research findings
with variant targets including automatic disease classification of clinical discharges [25], recognition of patients’
obesity case [26, 27] and analysis of clinical documents to identify drug-disease associations [28–32].TM covers
the gap between structured form of information and free text [23, 24] and uses natural language processing
(NLP) techniques, machine learning, and knowledge management to process free text documents. On the other
hand, TM has been used to transform essential data from text to logical and numerical format so they can
be exported to data storage and analyzed [33]. Here we proposed the hybrid method based on word2vec and
TFIDF. At first, we use mammography lexicon to find keyword from medical text reports (called preprocessing),
then, word2vec is used to create feature vectors from the selected keywords and secondly, TFIDF calculated
and multiplied by the extracted feature vector from word2vec. In this step, each element in the vector of
word is added with corresponding elements in the other vectors and calculated the average, we called “feature
extraction”. Finally, these results are combined with HIS features (called feature engineering). At last, we
use SVM, XGBoost, NB, and MLF for automated BI-RADS classifications extraction from breast radiology
reports. The real contribution to this paper is as follows: a) Create a dataset using BI-RADS assessments and
HIS reports in Namazi Hospital and Saadi Hospital in Fars province, Iran. b) Preprocessing was done and then
feature extracted from medical text reports using word2vec and TFIDF (feature extraction). c) Results of step
b were combined with HIS (feature engineering). d) Classification using multiclass SVM, XGBOOST, NB, and
MLF. e) Comparing the results of the classifier using performance metrics. The rest of this paper is organized
as follows: Section 2 provides background information on BI-RADS assessment categories and breast cancer
diagnosis, while Section 3 explains the proposed hybrid method. Then we discuss the implementation details
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and evaluation results of the proposed algorithm in Section 4. Finally, Sections 5 and 6 conclude the paper and
impart insights for future researches.

2. Related works
In recent years, especially between 2015 and 2019, a lot of research has been done to combine TM approaches
with medical texts. Some of these studies specialized in machine learning techniques and NLP, others also
related directly to decision support systems, feature engineering and feature extraction of textual reports. Some
of the most important research was described below:
a) AWF-TF-IDF algorithm to extract keywords from Chinese medical web pages; this study aimed at optimizing
TFIDF and improving the precision and recall [34]. b) A symptom extraction system to synthesize the literature
on the use of NLP and TM in order to electronic patient-authored text (ePAT) processing [35]. c) Temporal
specificity problem was formulated in [23] for text classification such as news documents. d) A method of
discovering new keywords based on word embedding, also using word2vec technique to map the words into
abstracted n-dimensional vector space; finally, extracting hidden semantic relations between words [36]. e) A
developed NLP system to extract all BI-RADS categories from textual radiology reports, using Bayesian, SVM,
and PART [7]. f) A classification scheme of hospital treatment texts to classify Japanese medical reports. This
study aimed at improving nursing quality; also, the base technique was word2vec [37]. g) An automatic approach
to perform a BI-RADS description of density; using multiple kernels hierarchical SVM and a shape-based
retrieval strategy [38]. h) A hybrid method based on artificial immune system and fuzzy c-means was proposed
for medicine diagnosis such as breast cancer [13]. i) A hybrid comparator system to compare radiologists’
comments and output of a density-based image assessment system; using density thresholds and bootstrapping
[39]. j) A text classification system based using the naïve Bayesian (NB) learning algorithm to transforms the
probability estimation problem into an optimization scheme [40]. According to the papers reviewed, although,
most researchers focused on BI-RADS classification and breast cancer diagnosis, using medical text mining, but
family history and hospital information are important to predict breast cancer. Papers discussed breast cancer
classification and do not consider a hybrid of word2vec and TFIDF feature extraction techniques with HIS.
Therefore, using a weighted vector (TFIDF) in the word2vec and were combined them with HIS is the main
novelty in our proposed method.

3. Proposed method

In the first step, text processing techniques are done precisely on medical reports, and the information extracted
from this operation, based on the mammography lexicon, is given to the proposed method (using word2vec and
TFIDF techniques). The output of this step is used to generate a feature vector for each textual report. Then, in
order to classify the resulting vectors using SVM, XGBOOST, NB and MLF algorithms. Through the feature
engineering, HIS is added and feature vectors are optimized. The proposed method divided into five main
modules which is shown in Figure 1: (1) text report preprocessing module, (2) feature extraction module, (3)
feature engineering, (4) prediction module, and (5) evaluation module.

3.1. Text report preprocessing module

This module has five steps, including informative text retrieval, normalization, tokenization, keyword selection
and conversion to set of words. Each medical text ended with this statement “conclusion: BI-RADS (level)”.
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Figure 1. Overview of the main technical road map.

Figure 2 depicts an example of a real report (PACS) in dataset. However, it is just one part of the information
employed to examine the patient’s condition.

The records were reduced to relevant parts and useful information, and normalization occurred. Punc-
tuation marks and stops words were removed, capital letters substituted, and words were reduced to radicals.
Afterward, tokenization was carried out. At this phase, continuous text, breaking down into linguistic units
(tokens) such as sentences or words [23, 41]. After identifying the tokens, the words divided into three types;
unigrams (i.e. single words), bigrams and trigrams, and these were defined as sequences of one, two or three
adjacent words from a list of tokens. The main reference for choosing keywords was the mammography lexicon
[42].

BILATERAL MAMMOGRAPHY: 

Both breasts show scattered areas of fibro glandular density. 

There is an 8x15mm circumscribed equal density nodule in upper 

central aspect of right breast representing benign nodule. 

There is no significant change compared to previous mammography 

dated 12.9.92. 

There is no skin thickening and nipple retraction. 

Reactive axillary lymph nodes in both sides have no clinical 

significance. 

CONCLUSION: Birads 2 benign noncancerous finding.  

Figure 2. The sample of medical text reports extracted from the dataset in the PACS system.

3.2. Feature extraction module
In this work, both word2vec and TFIDF techniques are used as a hybrid system for extracting feature vectors.
Therefore, their basic concepts are described before describing how to apply them.

3.2.1. Word2vec
Word2vec is an open source tool provided by Google in 2013. The first relevant paper was written by Mikolov
[43]. This method is based on neural networks and is used to display words in shape vector view. Word2vec
creates a vector distribution in semantic space for each word. This vector can have several dimensions. Word2vec
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is a combination of two neural networks called continuous bag-of-words (CBOW) and skip-gram. These networks
are trained in such a way that words with a common text context have the same numerical vectors in the semantic
space. A sequence of words, called a text context, is shown in Equation 1. Here, k is number of words.

Context = {w1, w2, . . . , wk} (1)

In CBOW, notable words are predicted from the keywords in their neighborhoods. These neighborhoods are
limited and should be determined. Conversely, in skip-gram, words in the neighborhoods of a word are predicted
through that word [44].

3.2.2. Term frequency-inverse document frequency

Term frequency-inverse document frequency (TFIDF) is a statistical method that has been considered as an
important factor in data retrieval and feature evaluation [45]. TFIDF is the product of two statistics, term
frequency (TF), and inverse document frequency (IDF). In TFIDF, the weight is allocated for each word
corresponding to the text. Then, the ith words in the jth text are weighted using Equation 2.

Wij = tfij × log
N

dfi
(2)

In this regard,Wij represents the weight of ith word in jth text, tfij indicates the frequency of the ith word in
the jth document, N indicates the number of existing documents and dfi illustrates the number of documents
containing the ith word [44, 46]. As is clear in Equation 2, since TFIDF only focuses on the repetition of words
in the documents, it cannot properly recognize the structural relationship of words in the conceptual medical
texts. Therefore, this work tried to combine another learning method with TFIDF.

3.2.3. Hybrid word2vec + TFIDF

In word2vec to display a word, only the element corresponding to the same word takes 1 , and other elements
are set to 0 . An overview of the CBOW and skip-gram networks is shown in Figure 3. This figure shows an
example for the vocabulary contains the following sentence: ”Breast show scatter area fibroglandular”.

As can be seen, the input layer of each network contains one-hot vectors. In the hidden layer of each
network, the input vectors are mapped to another space. The number of neurons in the hidden layer indicates
the dimensions of the word’s vectors (d dimensions). The output layer gives us a one-hot vector for the word
(or words) that the study intended to predict. Accordingly, the text content of a given word w with a window
size equal to c is determined by Equation 3. The window size is also called the neighborhood distance.

Contextc(wj) = {wj−c, wj−c+1, . . . , wj−1, wj+1, wj+2, . . . , wj+c} (3)

The CBOW aims to maximize P (wi|Contextc(wi)) . To achieve this, a sequence of training words such as
w1, w2, . . . , wk is required. According to Equation 4, applying this sequence will maximize log-likelihood.

lCBOW =
1

k

k∑
j=1

∑
−c≤i≤,i̸=0

logP (wj |wj+i) (4)
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Figure 3. The example of both CBOW and skip-gram structures in a sentence from the medical text report.

At the skip-gram the words in c(wj) are predicted by wj and the goal is to maximize P (Contextc(wj)|wj) .
To train this network, a sequence of words such as w1, w2, . . . , wk is required. To reach the skip-gram goal,
according to Equation 5, the mean of log-likelihood must be maximized.

lSkip−gram =
1

k

k∑
j=1

∑
−c≤i≤,i̸=0

logP (wj+i|wj) (5)

Generally, P (wO|wI is calculated by a function called softmax and based on Equation 6.

P (wO|wI) =
exp(V

′T
wO

.VwI
)∑W

w=1 exp(V
′T
wO

.VwI
)

(6)

V
′

wO
and VwI

illustrate the output and input vector for the word w , and W denotes the number of words
in the vocabulary. There are two methods of training for both the CBOW and skip-gram. These methods
are negative sampling and hierarchical softmax [34, 40, 47–51]. Negative sampling works better for repetitive
words. In contrast, the second model is suitable for words with low repetition. In this research, the hierarchical
softmax method is used, and also according to the trial and error method [49, 52], the number 5 is used for the
window size. Now, based on Figure 4, a combination of both TFIDF and word2vec methods has been used to
generate numeric vectors for each medical report.

As explained, word2vec generates a numeric vector for each word in the medical text report, then, TFIDF
calculated weight for each word. If the text report contains the words w1, w2, . . . , wk , then the vectors generated
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1…03…………5.64.6

First part: PACS Second part: HIS

With-HIS

Without-HIS

Figure 4. The hybrid system schematic of both TFIDF and word2vec methods to generate report’s vectors.

for these words by d dimensions are v1, v2, . . . , vk . Now if the weight of the word i is displayed by TFIDF
with ti , the vector for each textual report derived from the combination of word2vec and TFIDF methods is
calculated according to Equation 7.

V ectore(report) =

k∑
i=1

(ti · vi)

k
=

k∑
i=1

(fi)

k
(7)

Figure 5 depicts an illustration of this interpretation. Therefore, for each medical report, a vector was
produced, which was given as input to the SVM, XGBOOST, NB, and MLF algorithms in order to predict
the levels of BI-RADS. One of the most important points that distinguish this paper is that selecting keywords
and then tries to simultaneously take advantages both of word2vec and TFIDF. In fact, the feature vectors
associated with each textual report are based on two important and concurrent points: the content of the
report in terms of words order (word2vec), as well as the number of repetitions and the weight of the keywords
in a report and all reports (TFIDF).

Text Reports

Word2vec Words’ vectors

Report’s vector

Test report

TFIDF Weighting factors

Figure 5. Technical combination of word2vec and TFIDF to generate a numeric vector of each medical report.

3.3. Hospital information system features (HIS)

In order to enhance the quality of recognition and classification, in addition to vector extracted from medical
text reports we have extracted HIS from PACS. In this regard, there were 20 features in HIS, we have asked 5
medical specialists to score each feature based on the importance from one to five. Then, based on the average,
the 7 most important features were selected.

3.4. Combination of HIS and word2vec+TFIDF
Combining HIS and word2vec+TFIDF is done to obtain feature vectors. This combination is shown in Figure
6. The first part is the numeric vectors extracted from medical text reports using the TFIDF and word2vec
methods (shown in Figure 5). In the second part, the values associated with the features specified in the HIS
information refer to the same patients. Obviously, feature vectors generated in both methods are independently
sent to classification algorithms.
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Figure 6. Combined numeric feature vector consisting of text reports of the PACS system, and HIS.

3.5. Prediction module
In this section, feature vectors generated from the previous step are sent to classification algorithms. These
algorithms (XGBoost, SVM, NB, and MLF) have been used to predict BI-RADS levels in patient reports.

3.5.1. Multiclass support vector machine (SVM)

SVM widely used in the textual classification algorithms. The underlying idea of the SVM algorithm is achieving
to the maximum possible margin. In the case of multiclass classification problems, like what has been done in
this paper, one of two common approaches, namely one-against-all and one-against-one, may be preferred to
adopt two-class classification to a multiclass case [50]. In this paper, the RBF kernel function was used.

3.5.2. Extreme gradient boosting (XGBoost)

XGBoost is an efficient implementation of the gradient boosting framework and it is proposed by Tianqi Chen
[53]. This algorithm includes various functions of regression and classification. XGBoost has high predictive
power and uses tree learning algorithms and linear models. Some of the most important goals in using this
algorithm include reducing computational time, without changing productivity [54].

3.5.3. Applying multilevel fuzzy min-max neural network (MLF)

MLF is the evolved type of fuzzy min-max neural network (FMNN) [46]. Min-max neural network uses hyper
boxes to classify samples. A fuzzy set hyper box is an n-dimensional box defined by a minimum point and a
maximum point with a corresponding membership function. Each hyper box belongs to a class. Hyper boxes
are created and configured with the arrival of training samples at the time of network training. Equation 8
defines the hyper box.

Bj = {X,Vj ,Wj , f(X,Vj ,Wj)∀X ∈ In} (8)

Vj and Wj represent the maximum and minimum points of a hyper box. X represents a sample, and n

represents the dimensions of the feature vectors.The size of these hyper boxes is controlled by Equation 9.

∀i=1...D(max(wi
b, x

i)−min(vib, x
i)) ≤ θ (9)
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In this equation, θ is called the coefficient of expansion. This algorithm consists of three layers. The first layer
is related to the inputs, the second layer is related to hyper boxes, and the third layer is related to output or
classes [46].

3.5.4. Naïve Bayesian (NB)

In this work, naïve Bayesian is used as a classifier. This technique is useful because it can calculate the
probability of an event by making it conditional on the occurrence or nonoccurrence of another event. The
naïve Bayesian classification method assumes that the values of the features are conditional independent of
each other with the values of the objective function. In other words, this assumption shows that, when the
output of the objective function is observed, the probability of observing the features is equal to multiplying
the probabilities of each feature separately [40].

4. Experimental setup

A computer with Intel Skylake Core i7-6700 K Processor, 4*8 GB DDR RAM, GTX 1080 VGA and 256GB
SSD, 1TB SATA HDD is used for running the proposed method. Our methods are implemented in Python
3.7 in Spyder environment running on Windows 10 to compare results. In order to compare the quantity of
Word2vec+TFIDF parameters, are used three basic algorithms: word2vec (With-HIS), word2vec (Without-HIS)
and word2vec + TFIDF (Without-HIS). Initially, in addition to the above, two algorithms were considered for
(TFIDF with HIS) and (TFIDF without HIS) modes, which have eliminated due to their very low classification
accuracy. Finally, we compare the main proposed method (word2vec+TFIDF with HIS) and (word2vec+TFIDF
without HIS) in four different classifiers. We used 4 different performance metrics to compare the results such
as accuracy, precision, recall, and F1-measure. To calculate these metrics we need to define: true negative,
true positive, false positive and false negative. True negative (TN) represents the number of patients whose
BI-RADS levels are predicted by the system as ”false”, and this prediction is accurate. True positive (TP)
represents the number of patients whose BI-RADS levels are predicted by the system as ”correct”, and this
prediction is accurate. False positive (FP) represents the number of patients whose BI-RADS levels are pre-
dicted by the system as ”correct”, but this prediction is not accurate. False negative (FN) represents the
number of patients whose BI-RADS levels are predicted by the system as ”false”, but this prediction is not
accurate. TN, TP, FP, and FN are typically defined for the binary classification. In this work, in order
to calculate recall, precision, F1-measure, and accuracy criteria in multiclass classification, it is necessary to
calculate these criteria for each class (relative to other classes) separately and calculate the mean of them.
Accordingly, Equations 10– 13 define accuracy, F1-measure, precision and recall metrics, respectively [55, 56].

Accuracy =
TP + TN

TP + FP + TN + FN
(10) Precision =

TP

TP + FP
(11)

Recall =
TP

TP + FN
(12)

F1−Measure =
2× Precision×Recall

recision+Recall
(13)
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4.1. Dataset
Our dataset contains two major resources: medical text reports and HIS, extracted from the PACS and patient
records respectively. The PACS includes electronic records for storing and retrieving medical images and related
documentation and reports. The HIS is an integrated information system, created to cover all aspects of the
hospital’s operation, such as financial, administrative, medical and legal issues services. Dataset uses information
from the PACS systems at Namazi Hospital and Saadi Hospital in Fars province, Iran. This dataset includes
medical reports of 5076 patients. Some of the extracted key features and elements presented in medical text
reports and lexicon key words were: density (fat, low, equal or high), asymmetry (asymmetry, global, focal
or developing), associated features (skin retraction, nipple retraction, trabecular thickening, parenchyma with
no visible mass or etc.), distribution (diffuse, regional, grouped or etc.), typically benign (bilateral, right or
bilateral), suspicious (for instance, coarse heterogeneous, fine pleomorphic, amorphous, fine linear or etc.),
size (for instance, 15 , 19 or etc.), breast-quad (N or Y), margin (circumscribed, obscured, microlobulated,
indistinct or speculated), shape (oval, round or irregular), composition (A: entirely fatty, B: scattered areas of
fibro-glandular density or etc.) and so forth. Also, some of the features reviewed by medical experts and patients’
records (related to HIS) were: menopausal (0 or 1), lactation history (for instance, 0, 2 or etc.), sports activities
(0 or 1), pregnancy history (for instance, 0 , 2 or etc.), marital status (single or married), age (for instance,
39 , 57 or etc.), cancer family history (0 or 1) and so forth. It is observed that the proportions of 25.02%(1270
patients), 8.75%(444 patients), 30.00%(1523 patients), 7.49%(380 patients), 12.51%(635 patients), 7.49%(380
patients), and 8.75%(444 patients) of the patients under study, were placed in the levels of BI-RADS 0 to BI-
RADS V I , respectively. The highest proportion was related to BI-RADS II and the lowest ratio was related
to BI-RADS III .

5. Results and discussion
Here, we have processed medical reports to extract BI-RADS using NLP, TFIDF, and HIS. While several papers
on the useful extraction of clinical information from mammography reports have been published through various
NLP systems [7, 35], but a system based on medical texts and HIS that can detect BIRADS has not been studied.
Therefore, in this work, using word2vec and TFIDF, the feature vectors have been extracted from the medical
texts and then the important features of HIS have been selected according to the medical specialist’s opinion,
and with the vectors of the previous stage, it has been used for classification. In this section, the results of the
proposed method are discussed in the details. Figure 7 focuses on the effect of different dimensions of the feature
vectors on the accuracy of classifiers. In fact, when mapping words into vector space, using word2vec, there
is no single rule for determining the number of vectors’ dimensions [52]. In fact, the selection of appropriate
dimensions is based on frequent experiments. Therefore, to obtain the best results in the dataset used, the
trial and error method was used, and vector dimensions of 80 to 260 were evaluated based on the papers. The
accuracy of the classifiers has increased with increasing the dimensions to reach a maximum in 160. Then
the accuracy decreases with increasing dimensions. SVM, NB, XGBoost, and MLF classifiers have reached
to maximum accuracy at 160. So, we selected the vector with 160 dimensions. Decreased accuracy is due to
increased dimensions due to computational error [52].

As mentioned above, dimensions 160 is selected for the vectors because it has the best accuracy in
any Algorithm. Figure 7a depicts the accuracy of the word2vec (Without-HIS) Algorithm. Figures 7b and
7c, respectively, clearly show the effect of HIS interference and the use of TFIDF in the proposed method in
increasing the accuracy of classifiers compared to Figure 7a. The distribution of patient proportions in the
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(a) Accuracy of Word2vec (Without-HIS) Algorithm (b) Accuracy of Word2vec (With-HIS) Algorithm

(c) Accuracy of Word2vec + TFIDF (With-HIS) Algorithm
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Figure 7. Comparison of the classifiers’ accuracy in different algorithms with various vectors’ dimensions.

employed approach is consistent with the actual levels of BIRADS. Table 2 compares the accuracy and F1-
measure values of NB, SVM, XGBOOST, and MLF classifiers for classifying BIRADS levels with and without
HIS contributions. The results demonstrate that the MLF algorithm is more efficient and differs slightly from
the XGBOOST method. The accuracy of the NB, SVM, XGBOOST, and MLF methods for word2vec + TFIDF
(Without-HIS) are 76% , 77% , 82% , and 85% , respectively. Accuracy for word2vec + TFIDF (With-HIS) in
different classifier is NB (81%), SVM (82%), XGBOOST (87%) and MLF (89%). Also, a comparison of the
NB, SVM, XGBOOST with precision, recall and F1-measure metrics in word2vec + TFIDF (With-HIS) is
denoted in Table 2. The results illustrate that the MLF algorithm, with respect to the extracted vector of the
combined method, is more efficient.

Table2 shows the average of precisions for all classes. As it shown above the word2vec + TFIDF (With-
HIS) method performs better than others. Precision is the ratio of classified samples by the classifier in a given
class, to the total number of samples the classifier has classified in that class, either correctly or incorrectly.
As it turns out from Equation 11, the precision shows what proportion of the detected positives are really
positive. The NB, SVM, XGBoost, and MLF classrooms have 75%, 77%, 85%, and 86% accuracy, respectively.
This shows that MLF is more accurate than other classes because of fast one-shot training. Another parameter
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Table 2. Comparison of evaluation metrics in different algorithms and the proposed method.

Metrics Algorithms NB SVM XGBoost MLF

Accuracy

Word2vec (Without-HIS) 71% 73% 79% 80%
Word2vec (With-HIS) 79% 79% 83% 85%
Word2vec + TFIDF (Without-HIS) 76% 77% 82% 85%
Word2vec + TFIDF (With-HIS) 81% 82% 87% 89%

Precision Word2vec + TFIDF (With-HIS) 75% 77% 85% 86%
Recall Word2vec + TFIDF (With-HIS) 77% 79% 86% 87%
F1-measure Word2vec + TFIDF (With-HIS) 76% 78% 85% 86%

shown in Table2 is the average of recall for classes. This parameter for word2vec + TFIDF (With-HIS) is 87%,
and in other methods i.e. NB = 77%, SVM = 79%, and XGBoost = 86%, therefore, this indicates that the
MLF performs better than other methods. The recall shows the ratio of true classification of samples in a given
classes by the classifier to the number of samples in that class. So, the recall shows what proportion of true
positives are correctly identified as positive. Therefore, like precision, MLF predict better each classes. Positive
here actually represents each class of BI-RADS, so by combining the precision values and recall and calculate
the F1-measure, we can conclude that MLF is more accurate than other methods in detecting different types
of BI-RADS. As it is mentioned, since we are faced with a multiclass mode in this work, Tables3, represent the
actual classes and the predicted classes. It can be deduced that the boundary between the classes defined for
BI-RADS is very sensitive.

Table 3. Confusion matrixes related to the a) NB, b) SVM, c) MLF, and d) XGBoost classifiers.

a. NB–predicted classes b. SVM–predicted classes
Without-His With-His Without-His With-His

BI-RADS VI V IV III II I 0 VI V IV III II I 0 VI V IV III II I 0 VI V IV III II I 0

A
ct
ua

lc
la
ss
es

0 2 4 3 2 5 10 227 5 4 3 2 2 1 236 10 5 11 14 8 10 195 5 5 3 6 4 5 225
I 9 3 2 2 5 66 2 2 0 2 3 5 75 2 5 2 6 5 1 67 3 3 3 4 1 6 69 3
II 2 1 3 5 284 9 1 3 2 1 2 295 1 1 10 8 13 8 245 16 5 5 6 5 6 262 12 9
III 5 3 2 49 1 14 2 5 0 2 52 1 14 2 4 5 4 55 4 3 1 3 0 4 62 1 4 2
IV 2 3 115 1 3 3 0 2 1 117 1 3 4 3 0 1 105 6 8 3 1 9 4 101 3 2 4 4
V 2 57 2 2 1 9 3 3 58 2 2 1 9 1 2 59 2 2 2 3 6 4 59 5 2 2 4 0
VI 79 3 0 3 0 2 2 76 3 0 3 3 2 2 57 4 5 6 3 8 6 61 4 4 1 9 6 4

c. MLF–predicted classes d. XGBoost–predicted classes
Without-His With-His Without-His With-His

BI-RADS VI V IV III II I 0 VI V IV III II I 0 VI V IV III II I 0 VI V IV III II I 0

A
ct
ua

lc
la
ss
es

0 3 4 6 13 7 6 214 3 4 3 3 4 2 234 5 5 1 2 1 6 233 0 1 1 2 0 1 248
I 1 2 2 2 2 77 3 4 0 2 3 1 76 3 2 1 2 2 5 75 2 1 0 2 2 5 77 2
II 5 3 6 9 271 5 6 8 4 5 5 277 2 4 2 1 2 1 296 2 1 2 1 2 1 296 2 1
III 2 4 4 61 1 1 3 2 0 5 64 2 1 2 3 0 3 63 1 3 3 3 0 2 65 1 3 2
IV 6 3 105 5 0 5 3 3 2 114 1 5 2 0 6 3 112 1 3 1 1 1 3 117 1 3 1 1
V 1 68 1 1 2 2 1 0 68 3 2 1 2 0 2 63 2 3 1 2 3 2 63 2 3 1 2 3
VI 68 3 3 5 4 4 2 72 1 6 1 4 4 1 73 3 0 4 1 5 3 79 3 0 3 0 2 2
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5.1. Limitations
Here, we used only the standard packages in natural language processing and we do not use a medical specialized
dictionary for text processing. Otherwise, the generalization of the study may also be limited to the BI-RADS
annotator because the annotator detection phase relies on the precision of preprocessing steps. This method
may have the capacity to serve as a basis for future studies that will reinforce the BI-RADS labeling to assists
the radiologists and physicians as part of the learning health system. Also using molecular subtypes and deep
image mining for improving accuracy is proposed for future works.

6. Conclusion
Hybrid word2vec technique with TFIDF can increase the accuracy of text classification, but the medical history
of patients is important in diagnosing disease and can improve accuracy. Therefore, we proposed HIS beside
word2vec and TFIDF using feature engineering. In order to evaluate the proposed method, we have used four
classifiers such as SVM, NB, XGBoost, and MLF. In this context, MLF is more accurate than other classifiers
(accuracy = 89%). Precision, recall, and F1-measure are also assessed for all classifiers. F1-measure for the
SVM, NB, XGBoost, and MLF are 78%, 76%, 85%, and 86%, respectively. The results suggest that, just focus
on medical reports and do not use other clinical information and medical history of patients because of human
error in writing can cause of errors in results, therefore the use of HIS beside medical text reports can improve
BI-RADS classification and cause a positive effect on treatment procedures.
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