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Abstract: Increasing use of software, rapid and unavoidable changes in the operational environment bring many problems
for software engineers. One of these problems is the aging and degradation of software performance. Software rejuvenation
is a proactive and preventive approach to counteract software aging. Generally, when software is initiated, amounts of
memory are allocated. Then, the body of software is executed for providing a service and when the software is terminated,
the allocated memory is released. In this paper, a rejuvenation model based on multilevel software rejuvenation and
Markov chain presented. In this model, the system performance as a result of degraded physical memory and memory
usage is divided into four equal levels by services. Hence, we offer four types of policies for software rejuvenation. In
addition, the system availability is determined, and a cost function for the model is introduced. The cost function
includes the time of performing rejuvenation, the number of system services at any time, and the number of rejuvenation
actions. To validate the proposed model, a case study in the banking system in Iran has been studied. Due to the
differences in the use of the system over time, it is better to perform the four different policies with regard to the use
of the system. The numerical results show that the proposed model is convenient for the system so that the costs are
reduced per day.
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1. Introduction
Given the rapid growth in modern technologies, industries are becoming increasingly dependent on computers.
In terms of performance, these computer systems are affected by hardware and software failures, which in turn
can lead to detrimental results for a computer system and even humans. Nowadays, engineers are making great
efforts to produce hardware and software that offer a high level of confidence. In the literature around reliability,
the aging software has been reported in software with long execution time. This phenomenon intensifies the
risk of failure rates or performance degradation and eventually crash failures during run-times [1].

Software aging has been detected in numerous types of systems, such as critical systems, telecommunica-
tion switching, and billing software programs [2], Android smartphones[3], virtual machine[4], networked UNIX
workstations[5], Openstack cloud computing platform[6], Apache web server[7], spacecraft flight systems [8],
and real-time systems[9]. Also, software aging could cause great losses in the safety-critical systems, including
the loss of human lives [10].

In the last few years, several researched devoted on this field, including a nonhomogeneous cyclic
Markovian chain model [11], software rejuvenation for resources [12], evaluating periodic and rejuvenation
∗Correspondence: hrashi@gmail.com
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schemes in operational software applications [13], techniques and opportunities for rejuvenation in distributed
software systems that are currently aging [14], and effects of time-triggered system rejuvenation policies on
the availability of service adopting a queuing model. Numerous other studies have been devoted to system
performance [15, 16] including reliability [17–19], reliability analysis of an embedded cluster system [1], and
accessibility (See [20–23]). Escheikh in [24, 25] analyzed the concept of power management performability in
order to evaluate the effect on performance and energy consumption in virtualized systems. Basically, software
aging and rejuvenation are two of the most critical issues in software systems.

Software rejuvenation is a proactive approach when it comes to the reversal of software aging. Software
rejuvenation is defined as follows: restarting an application to a clean internal state periodically. It can also be
described as the preemptive periodic rollback of applications continuously running in order to prevent potential
failures [26]. Traditional strategies for software rejuvenation are classified into time-based and inspection-based
[27] . The former approach builds the rejuvenation model, establishing functions between time and cost as well
as between workload and cost in an effort to specify the optimal rejuvenation scheduling. The latter approach
determines the optimal rejuvenation scheduling through a collection of system data regarding resource usage
and performance [28].

Due to the exhaustion of operating system resources, fragmentation, and accumulation of errors, software
aging causes problems in all organizations. One of these organizations is banks in which many people are doing
many electronic and paper-based transactions over 24 h. These transactions must be managed with more
speed, availability, reliability, and security. Additionally, the bank systems are using more efforts to manage
these transactions with several types of passwords, such as static and dynamic passwords and recently one-time-
password.

In this paper, we propose a novel model for software rejuvenation based on availability optimization
through the Markov chain. In this model, the volume of free physical memory is employed as a measure
for degradation of resources. When rejuvenation does not take place, the free physical memory of a system
with running applications decreases due to memory leaks and other software failures. In our proposed model,
rejuvenation is conducted when the volume of free physical memory arrives at certain critical levels. There will
be four categories of rejuvenation conducted.

The next sections of this paper are organized as follows: Section 2 intends to review the relevant works.
Section 3 describes the problem in detail; Section 4 presents the new method; Section 5 shows the experiments
and numerical results. Finally, Section 6 provides the summary and conclusions.

2. Literature Review
In this section, we review the latest studies dedicated to software rejuvenation. Generally, software aging refers
to the escalation of failure rate or reduction of performance for a long-running time. More specifically, software
aging effects can be associated with error accumulation and degrading resources that are leaked or corrupted
states. Such impacts can be detected through aging indicators. In fact, system variables can be measured
directly and can be associated with software aging [29].

Software rejuvenation has been defined as preemptive rollback of applications continuously running to
prevent failures. Since an application might be unavailable during rejuvenation, it can exacerbate the downtime
and lead to extra costs (e.g., financial losses). These costs, nonetheless, can be mitigated by rejuvenation
scheduling during occasions when an application remains idle [30]. Several studies have focused on the concepts
of software aging and rejuvenation over the last few years. These studies have covered different aspects including
the type of analysis, type of system, aging indicators, and rejuvenation techniques[30].
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With respect to analysis, the rejuvenation methods are divided into three types namely model-based,
measurement-based, and hybrid. The model-based analyses involve a mathematical model, that includes states
in which the system is correctly operating, states where the system is failure-proof, and states where software
rejuvenation is underway. Several types of the model have been adopted for this purpose, including Markov
decision processes and stochastic petri nets [31, 32]. The model-based method provides an abstract view
of the system as well as a mathematical treatment. Capable of being grouped in time series analysis, the
measurement-based method involves machine learning and other areas. The measurement-based rejuvenation
approaches mainly serve to directly monitor system variables, e.g. aging indicators reflecting the onset of
software aging, and predicting the incident of aging failures through analyzing the runtime data collected from
a statistical perspective. This method provides accurate predictions on aging but requires direct monitoring and
is difficult to generalize [33]. The hybrid-method combines the benefits of model-based and measurement-based
approaches. In this paper, we adopted the hybrid model as well [30].

An important problem concerns the type of system on which aging is analyzed. Moreover, it covers the
rejuvenation actions implemented. It has been proven that software aging can affect numerous types of long-
running software systems. Such systems are divided into three categories: safety-critical, nonsafety-critical, and
unspecified [34].

Aging indicators have become an essential area of focus in academic studies, since they are highly
practical for detecting whenever the system state is susceptible to aging-related failures. In this procedure,
aging indicators typically monitor systems during execution. Aging indicators can cover resource usage and
performance. In this paper, memory consumption is included as an indicator of aging. It is easy to implement
rejuvenation based on aging indicators, but it is unique to specific systems [30]. There are two policies for
rejuvenation: application restart (i.e. the whole application is restarted) and OS reboot (i.e. it restarts the
OS). In this paper, we have also proposed two policies for rejuvenation to complement those offered in[30].

During the past 20 years, software rejuvenation has been extensively studied with the aim to design reju-
venation policies that optimize system availability, reliability, and performance, mainly in terms of operational
cost. In another paper, Koutras and Platis propose to model software systems’ overall performance capacity by
assigning a performance capacity level at each of the possible states that it can be in, using a continuous-time
Markov process. A performance capacity indicator for all possible rejuvenation models incorporating partial,
full, or both rejuvenation actions is defined and evaluated in the transient, and the steady-state phase and the
impact of various rejuvenation policies on it are further examined [35].
3. Problem description and modeling
In a software rejuvenation technique, as the application efficiency lowers to a certain level, the recovery system
initiates, cleans its internal states, restores efficiency and restarts services. In fact, software rejuvenation involves
terminating an application gracefully and restarting it immediately at a clean internal state. This technique
enhances system availability to a significant degree. During rejuvenation, the system is unavailable, and
sometimes rejuvenation may give rise to system downtime. However, rejuvenation scheduling and performance
during service idle, the downtime is expected to decrease[36].

Consisting of four states, Figure 1 illustrates the state diagram for software rejuvenation technique and
transition rate between states. On the outset, the system is in an appropriately safe state (S0 ). When the
system encounters performance degradation over time, it will go to the state prone to failure (SL ). In this
state, the system is better to arrive in the failure state (F) where a crash occurs, transient to rejuvenation state
(R) until a clean internal state is achieved and the system returns to the safe state [36].
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Figure 1. State transition diagram.

As a practical technique, software rejuvenation is conducted on software programs in order to prevent
any potential failures and degradations. With regard to downtime, however, the cost can be immense. When
running in rejuvenation state (R) and failure state (F), the system is unavailable. Therefore, the availability of
the system is determined by Equation1:

A(∞) = 1− (P (R) + P (F )). (1)

The transition rates are represented by λ1 , λ2 , λ3 , µ1 , µ2 , and α where λ1 is the transition rate from state
S0 to state SL , λ2 is the transition rate from state SL to F, and λ3 represents the transition rate from state
F to state S0 . When the system is kept down to complete rejuvenation, it implies that the system will not be
available for a certain period of time.

4. The newly proposed model and cost function

In the new model, we insert li , where i = L, M, H, U, and each i represents one free memory level (Figure 2).
There are four types of policies for software rejuvenation provided in our model; therefore, we have four levels
for free memory. The critical threshold for free memory is represented by lU . When free memory due to
leakage is lower than lU , system crash will occur and repair operation is initiated to retain the primary level
of free memory. When memory reaches lU , the system will return to low-efficiency, medium-efficiency, or high-
efficiency states through rejuvenation. In this procedure, the system rebounds to its initial state, where it runs
in a healthy, robust mode.

The efficiency of any system decreases over a period of constant operation, leading to instability. This is
where rejuvenation comes into play. However, regarding a rejuvenation process that actually takes place, many
questions need to be answered: What is the best time for rejuvenation? How much rejuvenation is required?,
and so on.

We proposed four types of rejuvenation policies and their availability are compared so that the most
suitable policy can be adopted. These policies are listed below:

-Rejuvenation policy-I: In this policy, system services are partially restarted. Some services might still
take up space after being terminated. Instead of halting the entire system, such services are forcefully closed,
and the related memory is freed up. As a result, the system state is changed from unstable to low efficiency.
This type of rejuvenation does not result in significant improvements.

-Rejuvenation policy-II: This policy of rejuvenation is performed when the system is in an unstable state.
In this case, all terminated and running services are stopped, and the system’s state changes into medium
efficiency.
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Figure 2. Amount of free memory.

-Rejuvenation policy-III: When the system is in the unstable state, performing a general restart – i.e.
stopping the terminated services, the running services, and the operating system – will free up a considerable
amount of space, and the system will go to high-efficiency state.

-Rejuvenation policy-IV: This policy of rejuvenation is performed at the level of the physical machine
and is the most typical policy of rejuvenation. It simply turns the system off and then on again. It is the
costliest type of rejuvenation, but it will transfer the system to a healthy and robust state. Figure 3 shows the
four rejuvenation types. The proposed Markov model has ten states. Figure 3 shows the ten states and the
transitions between them. LU represents the rejuvenation threshold. A specific type of rejuvenation is selected
based on the conditions. As Figure 3 shows, rejuvenation policy-I restores state RL and rejuvenation policy-II
restores state RM . Rejuvenation policy-III restores state RH , and finally, rejuvenation policy-IV restores state
R .
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Figure 3. State transition diagram.
Markov state space at time t is specified by Equation 2:

X(t) = [Si; i = 0,H,M,L,U ] ∪ [(Rj); j = 0,H,M,L] ∪ [F ]. (2)

According to [37], let Sj(t) be transition probability function of continuous-time Markov process and the qj be
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transition rate. Kolmogorov forward equation is defined by Equation 3:

dpij(t)

dt
=

N∑
k=0

sik(t)qkj , i, j = 0, L,M,H. (3)

By letting S(t) be the matrix of transition probability function and Q be the matrix of transition rate function,
3 is expressed in matrix format equation 4:

S′(t) = S(t)Q;S(0) = I (4)

where, the I is the unit matrix and the Q is a square matrix.
In the software rejuvenation model depicted in Figure 3, the Markov chain has ten states. The transition

rate matrix for the continuous-time Markov process Z can be easily derived as Matrix 5 according to the
Markov’s rules. In the Matrix Q, the beginning states are in the columns on the left-side, while the transition
states are in the rows of the right-side.

Because of memory leakage, the system entails five degraded states called low, medium, and high-efficiency
states as well as unstable and failure states. The transition rate of state to other states is exponentially
distributed with rates λH , λM , λL , λU , and λF , respectively. In addition,it is assumed that the lifetime and
repair time of the active state is distributed exponentially with failure rate λ0 and repair rate µ0 . The repair rate
for all states is represented by µk , since four types of rejuvenation are proposed, then µk=µL ,µM ,µH ,µ , and
rejuvenation rates shown by αk , and, since four types of rejuvenation are proposed, then αk=αL ,αM ,αH ,α .



S0 SH SM SL SU F RL RM RH R

S0 d1 λH 0 0 0 λ0 0 0 0 0

SH 0 d2 λM 0 0 0 0 0 0 0

SM 0 0 d3 λL 0 0 0 0 0 0

SL 0 0 0 d4 λU 0 0 0 0 0

SU 0 0 0 0 d5 λF αL αM αH α

F µ0 0 0 0 0 d6 0 0 0 0

RL 0 0 0 µL 0 0 d7 0 0 0

RM 0 0 µM 0 0 0 0 d8 0 0

RH 0 µH 0 0 0 0 0 0 d9 0

R µ 0 0 0 0 0 0 0 0 d10



(5)

d1 = −(λ0 + λH), d2 = −λM , d3 = −λL, d4 = −λU , d5 = −(λF + αL + αM + αH + α)

d6 = −µ0, d7 = −µL, d8 = −µM , d9 = −µH , d10 = −µ
(6)

(λ0 + λH)S0 = µ.R+ µ0.F ;λM .SH = λH .S0 + µH .RH ;λL.SM = λM .SH + µM .RM

λU .SL = λL.SM + µL.RL; (λF + αL + αM + αH + α)SU = λU .SL;µ0.F = λF .SU + λ0.S0

µ.R = α.SU ;µH .RH = αH .SU ;µM .RM = αM .SU ;µL.RL = αL.SU ;µL.RL = αL.SU

S0 + SH + SM + SL + SU +R+RH +RM +RL + F = 1

(7)
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By solving the above formulas, i.e. Equation 7, recursively, the probability state is obtained by Equation
8, as follows:

S0 =
α.SU + µ0.F

λH + λ0
, SH =

αH .SU + λH .S0

λM
, SM =

αM .SU + λM .SH

λL
, SL =

αL.SU + λL.SM

λU
,

SU =
λ0.S0 − µ0.F

λF
, R =

α

µ
SU , RH =

αH

µH
SU , RM =

αM

µM
SU , RL =

αL

µL
SU , F =

(λ0 + λH)S0 − µ.R

µ0

(8)

The system is unavailable in rejuvenation states and failure states. Then, availability is determined by Equation
9 as follows:

A(∞) = 1− (R+RH +RM +RL + F ). (9)

It is assumed that the process is initially in state S0 . At S0 , all the entire memory is free; therefore,

PS0(0) = 1, PSH(0) = 0, PSM (0) = 0, PSL(0) = 0, PSU (0) = 0, F (0) = 0. (10)

The availability function and failure probability are determined by Equation 11 as follows:

AF (t) = S0 + SH + SM + SL

f(t) = λ0.S0 + λF .SU

(11)

For cost function, we consider a banking system that can run and serve continuously during each day. It is
observed, the workload on the system reaches its peak at specific times of some days. This causes degradation
of system resources, which results in system aging, and eventually, failure. It is clear that rejuvenation prevents
failure; however, it increases the costs due to system unavailability during the rejuvenation process. The
rejuvenation rates should be functions of time because the number of transactions that are carried out in the
system and that are affected by rejuvenation policies varies from time to time. Obviously, the number of
transactions is low during late-night hours. Therefore, the 24 h of the day were divided into four periods: the
first period from 1:00 to 07:00 a.m. (1 to 7), the second period from 07:00 a.m. to 1:00 p.m. (7 to 13), the
third period from 1:00 to 7:00 p.m. (13 to 19), and finally, the fourth period from 7:00 p.m. to 1:00 a.m. of the
next day (19 to midnight+1). The workload is minimum in the first period, maximum in the second period,
and average in the other two periods.

In the newly proposed model, the amount of free physical memory is used as a measure of resources
that degrade. The rejuvenation actions, performed to counteract aging, are triggered based on measured free
memory levels, as shown in Figure 3 four different types of rejuvenation are proposed in order to improve the
performance of this model. To demonstrate that rejuvenation rates are functions of time, these rates are defined
as µL(n) , µM (n) , µH(n) , µ(n) , where n represents time. This study attempted to derive a cost function so
as to model an effective rejuvenation policy with optimum cost. To obtain the cost function, the steady-state
probabilities are needed. According to Markov chain rules, the steady-state probabilities at the beginning of
the first period are estimated through Equation 12.

sQ = 0,

n∑
i=1

si = 1 (12)

where Q = [qij ] is a n*n matrix that contains transition rates from state i to state j and n is the number of
states. To compute downtime costs, we should consider different components of cost according to system states.
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Suppose Cf is the cost of failure per time unit and CR,j is the rejuvenation cost for level j, where j=H, M, L.

It is obvious that CF > CR,j and CF >
∑R

j=RL
CR,j and CRL < CRM < CRH < CR . The downtime cost

function is calculated as follows:

DCF = [CF .F + CRL
.RL + CRM

.RM + CRH
.RH + CR.R] (13)

As mentioned in Section 3, the steady-state probabilities that are involved in the problem are F, RL , RM , and
RH , and the cost function is obtained from the Equation14. The downtime cost function for each period is
determined as follows:

DCF1 = [Cf .F1 + CRL
.R1,L + CRM

.R1,M + CRH
.R1,H + CR.R1]

DCF2 = [Cf .F2 + CRL
.R2,L + CRM

.R2,M + CRH
.R2,H + CR.R2]

DCF3 = [Cf .F3 + CRL
.R3,L + CRM

.R3,M + CRH
.R3,H + CR.R3]

DCF4 = [Cf .F4 + CRL
.R4,L + CRM

.R4,M + CRH
.R4,H + CR.R4]

(14)

Where DCF1 denotes the cost function regarding the first period, and DCF2 , DCF3 , and DCF4 are the
cost functions for the second, third, and fourth periods, respectively. Therefore, F, Rf,L , Rf,M , Rf,H , and Rf

refer to the steady-state probabilities for repair, rejuvenation 1, rejuvenation 2, rejuvenation 3, and rejuvenation
4 at the r-th period, where r =1, 2, 3, 4. In order to determine the optimal cost-effective rejuvenation policy,
the rejuvenation rates µ1, µ2, µ3, and µ4 need to be explored. For this purpose, the system load in terms of
time has to be covered. It is obvious that rejuvenation prevents failure but it is also costly since the system
does not provide any services during rejuvenation. Therefore, an increase in rejuvenation rates increases the
cost. The proposed strategy for this case study is to use the method that frees up the maximum amount of
memory (rejuvenation Type 4) when the system load is at its minimum level, i.e. the first period is from 1:00 to
07:00 a.m. The long system unavailability in this method can be ignored since the workload is also insignificant.
When there is a significant workload in the second period. i.e. 7:00 a.m. to 1:00 p.m. (7 to 13), a method
should be used that results in minimum unavailability, which is rejuvenation Type 1. Similarly, during the third
period, i.e. 1:00 to 7:00 p.m. (13 to 19), there is a partial decrease in the number of services. In this period,
the most appropriate method is rejuvenation Type 3. In the fourth period, i.e. from 7:00 p.m. to 1:00 a.m. of
the next day (19 to midnight+1), the number of services will be even less than that in the third period, which
indicates that the most appropriate method is rejuvenation Type 4. Considering the workload of the system, it
is clear that the more the number of services, the more the cost of the model. A new cost function is formulated
below:

DCF = k(µL(n) + µM (n) + µH(n) + µ(n) + β(t)) (15)

Where k(µL(n)+µM (n)+µH(n)+µ(n)) denotes that the total cost is directly related to the rejuvenation rate
(k is a positive constant) and β(t) , t=1,2, …,24, shows the number of transactions in the system at time t. n is
the time period (n=1,2,3,4). Therefore, the total cost is obtained through the following cost function:

DCF (t) =


DCF1 + k(µL(1) + µM (1) + µH(1) + µ(1) + β(t))

DCF2 + k(µL(2) + µM (2) + µH(2) + µ(2) + β(t))

DCF3 + k(µL(3) + µM (3) + µH(3) + µ(3) + β(t))

DCF4 + k(µL(4) + µM (4) + µH(4) + µ(4) + β(t))

(16)
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5. Experiments and Results
Software rejuvenation is a useful process that prevents software degradation and failure in software systems.
However, it is a significantly costly process. A system becomes unavailable during rejuvenation, which implies
that the system goes unavailable for a given period of time. On the other hand, ignoring rejuvenation will
cause degradation and eventually failure, which in turn imposes significant costs on the system. Therefore, it is
necessary that rejuvenation policies be carefully examined before deciding on the execution time of rejuvenation
and the number of rejuvenations.

In this section, the results of the experiments are presented. A comparison has been made between
downtime overhead when only one rejuvenation type is used and when the four proposed rejuvenation methods
are used. This application is implemented in a specific banking area and the coding was done in MATLAB
(MathWorks, Inc., Natick, MA, USA). The system availability is calculated by considering the rate at which
the system can be found in each state. The transition rate between the states is shown in Table 1 and Table 2,
µ1 is rate of repair and, µ2 is rate of rejuvenation (per hour). In order to calculate the performance indices,
we setλ=1 and α=1. The system availability values for each case is displayed in Figure 4 and Figure 5.

Table 1. Rejuvenation and repair rates values for the first method.

Exp1 Exp2 Exp3 Exp4 Exp5 Exp6 Exp7 Exp8
µ1=0.5 µ1=0.75 µ1=1 µ1=1.25 µ1=1.5 µ1=1.75 µ1=2 µ1=2.25
µ2=10 µ2=11 µ2=12 µ2=13 µ2=14 µ2=15 µ2=16 µ2=17

Table 2. Rejuvenation and repair rates values for the proposed method.

Exp1 Exp2 Exp3 Exp4 Exp5 Exp6 Exp7 Exp8
µ0 = 1 µ0 = 1 µ0 = 1 µ0 = 1 µ0 = 1 µ0 = 1 µ0 = 1 µ0 = 1
µL = 10 µL = 11 µL = 12 µL = 13 µL = 14 µL = 15 µL = 16 µL=17
µM = 9 µM = 10 µM = 11 µM = 12 µM = 13 µM = 14 µM = 15 µM=16
µH = 8 µH = 9 µH = 10 µH = 11 µH = 12 µH = 13 µH = 14 µH=15
µ = 4 µ = 5 µ = 6 µ = 7 µ = 8 µ = 9 µ = 10 µ = 11

Figure 4 displays the variation of the availability versus the variation of the different rejuvenation rate
µ1 and µ2 . Availability increase when the value of µ1 and µ2 grow.

Figure 5 displays the variation of the availability versus those of the different rejuvenation rates µ1 ,
µ2 , µ3 and µ4 . Availability is increased when the value of the rejuvenation rate increases. As can be seen in
Figure 4 and Figure 5, there is a difference between availability when only one rejuvenation method is used and
when the four newly proposed rejuvenation types are used. In the following, the new method has been further
discussed.

In Figure 6A, rejuvenation rate µL changes and rejuvenation rates µM , µH and µ are set to be constant.
Hence, the availability value refers only to a function of the rejuvenation rate µL only. In other words, the
availability increases when the value of µL grows. Moreover, Figure 6B indicates that rejuvenation rate µM
changes, while rejuvenation rates µL , µH , and µ are set to be constant. In this case, availability increases
but such increases are less than the previous one. In Figure 6C and Figure 6D, the availability for the different
rates of third and fourth rejuvenation types has been obtained, according to the Figs, the availability first
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Figure 4. Availability for the first method.
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Figure 5. Availability for the proposed method.

increases, and then decreases. That is because the system is not available during rejuvenation, and the time of
unavailability for third and fourth rejuvenation types is long, thus reducing availability. When rejuvenation is
performed at large µL andµM rates, the rejuvenation procedure of this category takes place more often and
the availability increases. Therefore, it is preferred to have an higher availability by conducting rejuvenation
with small µH and µ rates.

In order to examine the proposed model, we consider one of the biggest banks in Iran (known as Keshavarzi
bank, Agriculture Bank in English). This bank is a major Iranian banking establishment offering retail and
commercial services for farmers and industrial agriculture. Currently, the bank serves as the only specialized
financial institution in the agricultural sector that holds over 1800 branches nationwide and finances nearly
70% of the Iranian agricultural sector. While established in Tehran, the bank operates throughout the nation
with over 16,000 employees and 1800 branches. The bank currently specializes in providing credit facilities for
agricultural development and other rural development activities. Before applying the model, we had to obtain
a model for the operational environment in this bank. The number of services in each period at this bank are
shown in Table 3. The number of services in the first period is very small and is at its lowest level. This number
increases significantly in the second period and reaches its maximum level. In the third period, the number of
services decreases, and in the fourth period, it decreases even more. We did a regression to obtain the number
of services at the four periods of time and obtained Equation 17:
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Figure 6. Availability for different rates of rejuvenation, Fig.A. (Different µL ), Fig.B. (Different µM ), Fig.C. (Different
µH ), Fig.D. (Different µ).

Table 3. Number of services at different time of day.

Time Num of service Time Num of service Time Num of service Time Num of service
t = 1 71439 t = 7 230321 t = 13 100001 t = 19 97599
t = 2 61584 t = 8 260000 t = 14 100016 t = 20 95904
t = 3 49375 t = 9 294481 t = 15 100081 t = 21 93439
t = 4 34464 t = 10 334256 t = 16 100256 t = 22 90000
t = 5 16479 t = 11 379841 t = 17 100625 t = 23 85359
t = 6 4976 t = 12 431776 t = 18 101269 t = 24 79264

β(t) =


N − (12 + t)4, 1 ≤ t < 7

N + (12 + t)4, 7 ≤ t < 13

N + (12− t)4, 13 ≤ t < 19

N − (12− t)4, 19 ≤ t < 1(Midnight+ 1)

(17)

, where the N represents the average number of transactions in the bank (N=100,000) and t is the period over
24 h of each day. In practice, the cost of each period is assumed to corresponding values in Table 4 according
to the values obtained in[12].
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Table 4. Costs for rejuvenation and repair.

Cost Cf CR CR,H CR,M CR,L

Value 500 100 50 30 10

According to the Equation 16 and 17, the total cost of the model is calculated through the following
equation:

DCF =


180600− (12 + t)4, 1 ≤ t < 7

152300 + (12 + t)4, 7 ≤ t < 13

194560 + (12− t)4, 13 ≤ t < 19

196250− (12− t)4, 19 ≤ t < 1(Midnight+ 1)

(18)

The proposed rejuvenation policy, in this case, is to perform rejuvenation Type-III and Type-IV in the first
period (1:00–7:00 a.m.), rejuvenation Type-I in the second period (7:00 a.m. to 1:00 p.m.), rejuvenation Type-I
and Type-II in both of third period (1:00–7:00 p.m.) and fourth period (7:00 p.m. to 1:00 a.m.). In the first
period (1:00–7:00 a.m.), due to the low number of transactions, the cost function for each of the 4 rejuvenation
operations is approximately the same, as shown in the Figure 7A. Therefore, it is more appropriate to perform
Type III and IV rejuvenation to create more free space.

The second period (07:00 a.m. to 1:00 p.m.), due to the high number of transactions, the cost function for
the first type of rejuvenation is lower than all other transactions, so it is suggested that the rejuvenation of the
first type be repeated frequently in order to avoid the cost of system failure. As can be seen in the Figure 7B.
The third period (1:00–7:00 p.m.), the number of transactions is more balanced, as shown in the Figure 7C,
and the cost function for performing the first and second type rejuvenation is lower, so it is recommended to
perform the first and second type rejuvenation at this time. The fourth period (7:00 p.m. to 01:00 a.m. of the
next day), The number of transactions is reduced, as shown in the Figure 7D, the cost function for performing
the first and second type rejuvenation is lower than others, so it is suggested to perform the first and second
type rejuvenation in this period.

From the behavior of the cost function, the optimization policy is clarified (i.e., performing low-cost short-
run rejuvenation in the second period, costly time-consuming rejuvenation in the first period, and rejuvenations
Type-I and Type-II in the third and fourth periods), results in a normal cost for all periods of the day.

6. Summary and conclusion
One of the key challenges in software engineering involves software aging, which may lead to failure. To respond
to this challenge, software rejuvenation is used. This paper modeled a special type of software rejuvenation,
which consists of performing software rejuvenation of ”partial restart” type at four different degradation levels,
while defining a cost function based on rejuvenation rates. Moreover, a case study is presented and the outcome
of the cost policy was that rejuvenation should be performed with regard to different times during a day. For
example, the first type of rejuvenation has a short run-time and is more suitable for the second period, in which
the workload is maximum and system availability is critically important. The experimental and numerical
results show that the proposed model is convenient for the banking system so that the costs are reduced per
day. Because of this effective result, the applicability of the proposed model to other industrial cases can be
performed in future research.
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Figure 7. Downtime cost for different rejuvenation rate in different period. Fig.A.(first period), Fig.B.(second period),
Fig.C. (third period), Fig.D. (fourth period).
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