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Abstract: Human cornea is the front see-through shield of the eye. It refracts light onto the retina to induce vision.
Therefore, any defect in the cornea may lead to vision disturbance. This deficiency is estimated by sets of topographical
images measured, and assessed by an ophthalmologist. Consequently, an important priority is the early and accurate
diagnosis of diseases that may affect corneal integrity through the use of machine learning algorithms. Images produced
by a Pentacam device can be subjected to rotation or some distortion during acquisition; therefore, accurate diagnosis
requires the use of local features in the image. Accordingly, a new algorithm called subbands wavelet for local features
transform (SWFT) which is mainly based on the algorithm of a scale-invariant feature transform (SIFT) has been
developed. This algorithm uses wavelets as a multiresolution analysis to produce images with different scales instead of
using the difference of Gaussians as in the SIFT algorithm. The experimental results on the corneal topography dataset
indicate that the proposed SWFT outperforms the baseline SIFT algorithm.

Key words: Computer-aided diagnosis, feature extraction, machine learning, support vector machines, wavelet trans-
forms

1. Introduction
Currently, computer-aided diagnosis (CAD) is closely related to the area of medical imaging [1], which is a
sophisticated procedure in medicine that assists physicians by using computer algorithms to aid the image
interpretation process. Machine learning algorithms have become one of the most prevalent disease diagnostic
methods [2]. Obviously, the structure of any CAD consists of the preprocessing phase, segmentation phase,
feature extraction phase, and finally, classification phase, as exhibited in Figure 1, which usually involves a
machine-learning algorithm. Such algorithms could be used to diagnose human eye diseases, and the most
sensitive, aggressive, and dangerous eye diseases are corneal diseases. The cornea is the front part of the eye
which controls visual focus, carries more than two-thirds of the visual power, and protects the eye from external
foreign elements with its clear and smooth structure [3].

Corneal diseases are serious conditions that cause distortions, clouding, and eventually blindness. There
are numerous kinds of corneal diseases. To diagnose them, tests are carried out under ophthalmologists’
supervision through sophisticated tools such as corneal topography, which can be obtained by using a device
called Pentacam [4]. Pentacam scans the eye and provides the corneal topography as an output that contains
∗Correspondence: samer.kais@uor.edu.krd
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Figure 1. A CAD system.

many topographical parameters as well as four maps (images) that give information about the front and back
elevation, axial-based curvature, and the thinness of the cornea, utilized by specialists to make an optimum
diagnosis of the cornea condition. Despite the abundance of information provided by Pentacam, it also represents
a challenge, an obstacle, and adds difficulty for diagnosing the cornea conditions, where reaching clinical decisions
regarding cornea requires reviewing huge numbers of parameters and maps, and this revision needs to be done
by ophthalmologists. On the other hand, a lot of human factors are considered in the decision, especially the
experience of the ophthalmologist. Moreover, the biggest challenge is the huge topographical parameters which
cannot be memorized by surgeons or ophthalmologists while reaching clinical decisions is more related to the
borderline of values for the parameters and maps [5]. Therefore, in this work, we propose to take advantage
of machine learning techniques to diagnose corneal diseases by extracting the important texture characteristics
from medical corneal images and passing them to the support vector machine (SVM) [6] to diagnose the corneal
condition. The efficiency of the diagnostic performance may be negatively affected by poor medical images that
may be produced for some reason or other such as the noise from the device itself, or the movements of the
patient during capturing the image causing a slightly rotating of the image, diverse distances of the sensor,
or a different point of view [7]. Therefore, corneal disease diagnosis requires extracting local features that are
not much affected by such factors; for instance, the features applied in plenty of real-world implementations
[8], like object recognition [9, 10], object tracking [11], and image retrieval [12, 13]. Consequently, for feature
extraction, we propose an improved algorithm for extracting the local features based on the SIFT algorithm [14],
called subbands wavelet for local features transform (SWFT). As known, SIFT works in two successive phases:
the detector and the descriptor phases [15]. This work focuses on developing the first phase by constructing
various scales of the image σ by decomposing the image into different subbands using wavelets transform. In
the literature, some researchers have improved the SIFT algorithm, which was introduced by Loewe [14]. In
2004, Ke and Sukthankar [16] treated the normalized gradient subimage by using the principal component
analysis (PCA) technique. They showed that using such descriptors for image retrieval yields an increase in
accuracy. Mikolajczyk and Schmid [17] introduced a gradient location gradient graph (GLOH) and used the
SIFT algorithm to extract features from eight angle directions producing 272 histogram bins that were reduced
using PCA. Based on the strength of the available detectors and descriptors in 2006 and earlier, Herbert et al.
[18] presented a useful scale- and rotation-invariant method for many computer vision tasks that depend on the
integral filter for image convolutions. Morel and Yu [19] suggested a strategy based on what was ignored by the
SIFT algorithm, which simulated all image views that may occur by shifting latitude and longitude angles of

876



AL-SALIHI et al./Turk J Elec Eng & Comp Sci

the camera axis. They attempted to mathematically prove that their algorithm is fully affine-invariant. Tang
and Tang [20] proposed an approach to improve the representation of the local image descriptor by augmenting
the histogram, which led to high performance in matching real-world images after many levels of geometric and
photometric transformations.
The contributions of this work can be briefed as:

1. An unsupervised clinical decision regarding cornea is reached by exploiting machine-learning techniques.

2. A subbands wavelet for local features transform (SWFT) algorithm dealing with topographical maps and
their board lines and using wavelet transform to construct different scale space of images was proposed.

3. The SWFT is capable of local feature extraction from the medical images and thus improves system
performance under different conditions and using various amounts of training and testing set.

4. To investigate the contributions, a new large dataset is collected, reviewed, and labeled by ophthalmolo-
gists, encompassing different cornea conditions.

This paper is organized as follows. Section 2 explains the SIFT and wavelet transform algorithms. Section
3 displays the technique of the proposed method. Section 4 presents the assessment strategies. Section 5 is
about the dataset description. Section 6 shows the practical experiments. Section 7 presents the results and
discussions, and Section 8 presents the conclusions.

2. Methods
2.1. The SIFT algorithm

SIFT stands for scale-invariant feature transform [14]. This particular feature detector addresses the problem
of matching features with changing scale and rotation [21]. It is primarily used for recognizing objects [22];
the recognition system is trained with images of the object and tries to recognize it from new images given in
different scenes and with different sides of view and scales. This algorithm, which is one of the best approaches
for feature matching, has been tried by a number of researchers and has yielded very successful results [23, 24].
SIFT was initially developed by Lowe in 2004, there have been many variants since that time. The approach
of this transform is first to create a scale space of images using the Gaussian function with increasing values
of Sigma, as in (1). It creates a set of progressively blurred Gaussian images and then takes the differences of
each pair of images in the scale to get a difference of Gaussian pyramid [25], as expressed in (2), which could
be an exceptionally great approximation to the function LoG.

L(x, y, σ) = G(x, y, σ) ∗ I(x, y). (1)

DOG(x, y, σ) = L(x, y, kσ)− L(x, y, σ). (2)

where L could be a blurred image, G is the Gaussian blur operator, I is an image, and σ could be the ”scale”
parameter. The next step is to find local extrema in this scale space, which helps to remove the scale uncertainty
and find key points or features reliably. Once these key points are found, it is straightforward to calculate the
vector by creating a histogram of gradient directions from the 16 × 16 neighbors around those key points,
as shown in Figure 2 which shows the scale space of images that apply a Gaussian, thereafter, computing the
difference of Gaussian array via the difference between every pair of images in the stack.
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Figure 2. Scale space of an image in different octave used to calculate the difference of Gaussians (DOG).

Ultimately, the keypoints (minima or maximum peak) can be localized more precisely within the image
by fitting a quadratic surface to the values in the neighborhoods, as expressed in (3), and the peak of that
surface that gives a subpixel precision of the location of the peak is found [26]. The offset of extremum uses
finite differences for derivatives, as expressed in (4).

D(x) = D +
∂DT

∂x
x+

1

2
XT ∂

2D

∂x2
(3)

X̂ = −∂
2D−1

∂X2
∗ ∂D
∂x

(4)

For selecting canonical orientation, the features are found around all key points and then a histogram of
the local gradient directions is computed at the selected scale to disclose the peak (highest pin in the histogram),
it is assigned to be the angle of that whole patch, useful to remove the rotational uncertainty or degree of freedom
of these points, see Figure 3. At each pixel, Aij , the image gradient magnitude, Mij , and orientation, Rij

are computed using pixel differences [14] as in 5 and 6.

Mij =
√
(Aij −Ai+1,j)2 + (Aij −Ai,j+1)2 (5)

Rij = atan2(Aij −Ai+1,j , Ai,j+1 −Aij) (6)

where Aij and Ai+1,j are two consecutive pixels in the x-direction, and Aij and Ai,j+1 are two consecutive
pixels in the y-direction.
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0 2

Figure 3. The orientations histogram of an image region used to determine its main orientation which is the highest
bin (peak).

Finally, each key point specifies the stable 2D coordinate location, scale, and orientation (X, Y, scale,
orientation), which represent the key point features that have been extracted from the image where the length
of the vector corresponds to the scale and the angle of the vector, thereafter applying a threshold on the image
gradients and sampled over 16×16 array of locations in the scale space. The feature vector is constructed by
selecting the 16×16 array around the key point and the gradient directions of all those points are computed and
quantized into eight different directions in a 4×4 array, producing 128 elements of a very rich features vector
[27], see Figure 4.

8x8 set samples 
Image Gradients 

Keypoints Description 

Figure 4. The scale and orientation with only eight directions in total.

2.2. Wavelet transform
An image is a group of pixels whose values represent the intensities. These values carry information about
the extent of illumination (energy) that exists in pixel. Because the image contains an object (s), changes in
intensity occur due to the difference in the amount of illumination between the object and the background of the
image which represents an edge. Edge information is important in that it indicates a change in image content.
Therefore, representing the image in the frequency domain by scanning a horizontal line from the image will
contain different oscillations that change suddenly due to the shift of the scan from the smooth areas to the
texture areas in the image or vice versa, as given in Figure 5. Hence, to analyze images precisely, we need to
exploit wavelet transform techniques that have characteristics of localizing in time and frequency [28].

Wavelet is a finite duration wave-like oscillation that starts from zero, increases and decreases by the
same amount and thus returns to zero. Therefore, it has zero mean, and has diverse forms and sizes [29], see
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Figure 6, uses to decompose a given signal into parts that can be studied individually that could be a key
quality of the wavelet analysis [30].
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Figure 5. Signals frequently exhibited.
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Biorthogonal Mexican Hat  Symlet

Figure 6. Different sizes and shapes of wavelet.

Set of coefficients are composed by applying the wavelet, which represents the components of signal
analysis in different scales and translation, where scale refers to either increasing or decreasing the wavelet
pitch, as expressed in 7.

Ψ(
t

s
) s > 0 (7)

where S is a positive value representing the scaling factor, which can be controlled through stretching or
shrinking the wavelet [31]; the wavelet is stretched out (high scale) for low frequency and shrunk (low scale)
for high frequency. Figure 7 illustrates the inverse relationship between the frequency and scale, which is called
the center frequency of the wavelet [32].

880



AL-SALIHI et al./Turk J Elec Eng & Comp Sci

6 HZ Sine wave 

3 HZ Sine wave 

Scaling by 2

Time Frequency

Figure 7. Constant of proportionality of scale and the frequency.

Translation indicates shifting the wavelet forward in time on the entire signal, i.e. shifting and centering
at K for acquiring the sought information [33], as expressed in 8.

Translation = ∅(t− k) (8)

The transforms contrast with the way of translation and scaling such as discrete and continuous wavelet
transforms.

2.2.1. Continuous wavelet transforms (CWT)

CWT is a mathematical function that expresses the time-frequency analysis, where translation and scale factors
are changing continuously [34], as illustrated in Figure 8. The idea is the wavelet constructs a less resolution in
time within the condition of low frequencies whereas more resolution in high frequencies [35].
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Figure 8. Function of scale or frequency and time.

The wavelet moves along the signal and is repeated over and over again with different scales to compose
various coefficients [36].

2.2.2. Discrete wavelet transform (DWT)

It is a mathematic function that helps to represent images with a little number of coefficients that can be dealt
with separately, which makes it a suitable tool for image compression [37]. It is established on multiresolution
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analysis, where the scale is generated easily by increasing the value of the base scale which is represented by 2j

[38], as in 9. The wavelet is applied over the entire signal, mathematically, and the translation is represented
as an integer value, as expressed in 10.

2j (j = 1, 2, 3, ) (9)

2jm (m = 1, 2, 3...) (10)

The DWT process is a multiresolution signal analysis. Conceptually, to apply 2D-DWT on a given image,
first it should pass through a low-pass filter and high-pass filter along on the columns that yield hφ(−n) and
hψ(−n) subbands which represent the columns filtering phase (CFP), where n represent the columns of the
given image. The bandwidth of the signal essentially gets halved in each of these subbands; the original signal is
split up into two subbands, which yields redundant samples. Therefore, a subsampling is applied by a factor of
two where out of two consecutive samples only one is picked up while the other is discarded. For the next-level,
the same technique is applied along the rows. Therefore, it splits each subband again into two other subbands,
hφ(−m) and hψ(−m) subbands, which represent the rows filtering phase (RFP), where m represents the
rows of the given image, as shown in Figure 9.

Consequently, each of these subbands will contain half of the samples, so subsample by a factor of two
will be getting four outputs Wφ(j) , WH

ψ (j) , WV
ψ (j) , and WD

ψ (j) , referring to horizontal extracted edges,
which represent the low-pass and high-pass subbands in CFP and RFP phases, respectively. The V superscript
refers to vertical extracted edges that represent the high-pass and the low-pass subbands in the CFP and RFP
phases, respectively whereas D superscript refers to diagonal extracted edges that represent the high-pass and
the high-pass subbands in the CFP and RFP phases, respectively [39].
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Figure 9. Wavelet filter bank for one-level image decomposition.

882



AL-SALIHI et al./Turk J Elec Eng & Comp Sci

2.2.3. Support vector machine

The SVM is an algorithm [40] that draws a decision boundary near the extreme points in the dataset known
as a hyperplane, where the features should be chosen to decide where to draw a good decision boundary [41].
The line might draw over different locations and directions. Therefore, it could incorrectly classify classes since
there is no optimal decision boundary. Thus, data points help the margin push up against all points that are
close to the opposing class known as support vectors [42], see Figure 10.

The support vectors are the most important aspect in SVM, whereas training examples are ignorable; for
instance, samples of the first class look like second class or vice versa. Such an issue requires a classifier that
looks for extreme points and sets margins based on these support vectors. The shortest distance to the closest
positive point called D+, shortest distance to the closest negative point called D-, and separating hyperplane
that is the D+ plus the D- called margin [42], see Figure 11.

The line (decision boundary) that segregates the two classes is commonly referred to as a hyperplane
because SVM can be used in multidimensional datasets. The data points are referred to as vectors since they
have coordinates within the space of data [43]. This type is known as linear support vector machines (LSVM)
because the classes are linearly separable. On the other hand, the data might look impossible to separate two
classes by using a single line. Consequently, to draw a hyperplane easily, the data need to transform into a
high-dimensional space. For example, by using a simple polynomial function, a parabola can be obtained from
one-dimensional space. [44], see Figure 12.

Second 

Feature

First Feature

Figure 10. The support vector points samples from two
classes.

Second 

Feature

First Feature

Figure 11. The margin and D-, D+ with samples from
two classes.

XX

Figure 12. Transform nonlinear separable data into 2-dimensional data.
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The dataset with two dimension is simply treated with the same method by using a function to transform
data from two-dimensional to three-dimensional feature space, where the only problem with transformation is
that it is computationally expensive, see Figure 13. This issue is handled by using a kernel trick to reduce the
computational costs [45].
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Figure 13. Transform 2-dimensional data into 3-dimensional data.

Kernel trick is a function that takes inputs vectors in the original space and returns the dot product of
the vectors in the feature space. Kernel function is also referred to as kernel trick. It finally returns a similarity
score between any two points, which can be considered a metric of closeness [46, 47].

There are many SVM kernels, such as linear kernel which is a straight line hyperplane as mentioned in
Figure 11. In addition to linear kernel there are other kernels which are summarized below.

1. Radial basis function (RBF) kernel: RBF helps to avoid the expense of additional features and it can
also build and plot very complex decision boundaries as a curve shape. The curve shape comes out when
the RBF function moves away from the support-vector (center). It provides an opportunity to draw a
hyperplane that aptly separates points [48]. It can be calculated by equation 11

K(X,Y ) = exp(−γ|X − Y |2)γ > 0 (11)

where X and Y are vectors in the input space, and γ is the gamma parameter.

2. The polynomial kernel: Polynomial kernel has the ability to reach the interaction characteristics derived
from combining features used to learn patterns. It is worth noting that polynomial kernel with degree one
is a linear kernel [49]. It can be applied by the mathematical function expressed in equation 12.

K(X,Y ) = (X · Y + C)dγ > 0 (12)

where X and Y are input space vectors, γ is the gamma parameter, C is the penalty parameter, and d is
the polynomial degree.
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3. Sigmoid kernel and pairwise metrics: The sigmoid kernel is originated from the neural networks field which
is called multilayer perceptron (MLP) kernel. That is why it is very popular and interesting when utilized
in SVM, which is considered to be the same as two-layer perceptron neural network. It is also known as
hyperbolic tangent [50], see equation 13.

K(X,Y ) = tanh(γX · Y + C) (13)

In addition to the kernel, there are some important optimization parameters such as;

1. The penalty parameter: It is usually symbolized with letter C. It is used to hegemonize systematic outliers
and to control errors, i.e. it informs the algorithm of the amount of attentiveness about misclassified
points. Accordingly, the large value of the penalty parameter requires high attention to correctly classify
the training set instead of leaving plenty of room for the test set [51].

2. The gamma parameter: It is a hyperparameter that should be set prior to training the model. As
previously mentioned, the RBF gets weakened when moved away from the center causing the curvature
of boundaries. Gamma is the parameter that sets the desired amount of curvature and dissipation.
Gamma is the parameter that determines the dissipation swift and the quantity required for the curvature.
Accordingly, a larger gama drops the influence of any individual center, and causes more curvature as well
[52]. Gamma is one over the number of features in the dataset as shown in equation 14.

γ(gamma) = 1/N (14)

where N is the number of features.

3. Proposed method

The proposed subbands wavelet for local features transform (SWFT) algorithm, which is based on the standard
SIFT algorithm, accepts the same inputs as the original algorithm. The essential function for the standard
SIFT algorithm is to obtain the difference of Gaussians (DoG) images in which edges and blobs can be found.
The image needs to be compared at different scales (image pyramid) to find key points by smoothing the image
with a Gaussian filter. Our proposed algorithm uses wavelet transform subbands at different levels as a tool
to create scale-space of image to be used to extract the local features, and it also sets the contrast threshold
parameter value to 0.002. The image is decomposed at level four using the 2D-DWT (Symlets) as a tool for
multiresolution decomposition, which provides a robust analysis of the image based on the important aspects
of scaling and shifting. Moreover, the DWT is able to overcome the perspective shifts caused by changing the
camera angle, because it is the most perfect method used for localized time and frequency to analyze the image.
Thus, it facilitates calculating the keypoints, which are mostly represented as the anomalies of a particular pixel
intensity value against its neighbors’ intensity values. Scale-space of an image is generated as follows, after
decomposing the image at level one using DWT, the first scale is obtained by reconstructing the image without
the level one details (horizontal, vertical, and diagonal) whereas the next scale is obtained by decomposing the
image at level two and then reconstructing it without the details of levels one and two, and so on. Similar
considerations hold for the other octaves. One-level image decomposition is illustrated in Figure 14.
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Figure 14. Decomposition of an image using first-level wavelet transform.

4. Evaluation
The performance of the algorithm has been evaluated using various metrics. Firstly, since it is sought to enlarge
the value of true positives and to decrease the number of false positives, adopting the following computation, the
proportion of cases that are genuinely positive and algorithm results that are also positive (recall), the proportion
of the overall relevant results that are correctly classified by the system (precision), and the proportion of true
results (positives and negatives) among all cases are examined (accuracy) [52], as displayed in 15–17, respectively.

Secondly, paying attention to examination of true negative rates, by measuring the following, the propor-
tion of the genuinely negative cases and the algorithm test results that are also negative (specificity), and the
receiver operating characteristic (ROC) curve, which is commonly used in the literature that can define false
detection rates (1–precision) [53, 54] are calculated, as denoted in 18 and 19, respectively.

Sensitivity(recall) =
True Positive(TP )

True positive(TP ) + False Negitive(FN)
(15)

percision =
True Positive(TP )

True positive(TP ) + False positive(FP )
(16)
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Accuracy =
(TP + TN)

(TP + FP + TN + FN)
(17)

Specificity =
True Negitive(TN)

True Negitive(TN) + False positive(FP )
(18)

1− Precision =
False positive(FP )

False positive(FP ) + True positive(TP )
(19)

5. Dataset
The dataset is images obtained by scanning the cornea called corneal topography which is used by ophthalmol-
ogists for the examination of the eye in clinics. Each patient’s eye data, which contain four corneal maps and a
set of parameters, are stored separately. This information has an important role in the diagnostic process. The
dataset is collected using a device called Pentacam, which is based on imaging Scheimpflug. The camera scans
the eye from several angles in a circular path to provide information about the anterior and posterior segments
of the cornea in the shape of maps and provides a fast screening report. The Oculus Pentacam can be updated
and upgraded to suit the needs of the user [55]. The dataset comprises 1848 images of different maps such as
sagittal, corneal thickness, elevation front, and elevation back maps, collected and labeled scientifically with the
help of ophthalmologists. Each image has a resolution of 351 × 336 × 3.

6. Practical experiments
In this paper, corneal topography is used as data of the human cornea, consisting of four different maps, as
shown in Figure 15.

The first map, called the sagittal map, provides information about the astigmatism disease of the cornea.
The second map, called the corneal thickness map, reads the extent of the corneal thinness in various places
of the cornea and gives the coordinates of the pupil center. The third and fourth maps are the elevation front
and elevation back maps, which provide information about the front and the back cornea surfaces condition, as
shown in Figure 16 and therefore could be used in diagnosing different corneal diseases. Each map is analyzed
separately to diagnose the condition as normal or abnormal using the SVM algorithm with ”linear” kernel
function, C=100, and gamma. Accordingly, it can diagnose many morphological and clinical findings such as
cornea within rule astigmatism and oblique astigmatism diseases from the first map, thin corneas disease from
the second map, and lastly, isolated land and like tang shape diseases from the third and fourth maps. Different
maps provide an opportunity to examine the algorithm in a big range of data. Therefore, we perform four
types of examinations for a more accurate and reliable diagnosis, to discover the performance of the proposed
method, and to achieve a perfect comparison with the standard SIFT algorithm.

7. Results and discussion
7.1. Results
This section compares the SWFT achievements to those of the standard SIFT in controlled experiments. The
evaluation of the diagnosis of the different corneal diseases is calculated as well. Support vector machine (SVM)
is exploited as a classification tool to diagnose cornea diseases. In the real world, there are a variable number of
patient cases available; therefore, to build a system that simulates reality and to assess the effect of classification

887



AL-SALIHI et al./Turk J Elec Eng & Comp Sci

a b

a b

Figure 15. Human corneal topography from Pentacam device. a) Sagittal map, b) corneal thickness map, c) elevation
front map, d) elevation back map.

accuracy when the training size changes, the practical experiments are conducted in four different scenarios as
follows: 10% of the dataset for training and 90% for testing, 50% of the dataset for training and 50% for testing,
70% of the dataset for training and 30% for testing, or 90% of the dataset for training and 10% for testing. The
results are obtained using cross-validation for each strategy. Tables 1–4 show the comparison results between
the proposed and the standard algorithms using the four different strategies.

Table 1. Achievements of the algorithm on the sagittal map to diagnose the corneal-astigmatism using all strategies
(%).

Measurements
Strategies of dataset
10%90% 50%50% 70%30% 90%10%
SIFT SWFT SIFT SWFT SIFT SWFT SIFT SWFT

Recall 67.47 89.47 80.39 84.15 85.48 91.37 83.86 88.29
Precision 61.90 80.95 76.63 78.70 81.53 81.53 78.86 85.56
Accuracy 69.23 84.61 77.17 80.30 82.20 85.59 80.11 85.99
1-precision 38.09 19.04 23.36 21.29 18.64 18.64 21.13 14.43
Specificity 63.60 80.00 73.68 76.28 78.57 80 76.43 83.43
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a b

c d

Figure 16. Human corneal disease examples. a) Astigmatism, b) thin cornea, c) like tongue, d) isolated land shape.

The proposed algorithm has also been tested using two other classifiers, the naive Bayes and the K-nearest
neighbors (KNN) classifiers, as it applied using the four maps of corneal topography, taking into account the
balancing of data in case a big gap occurs between the numbers of the instances in classes. The accuracy of
the diagnosis is calculated and the cross-validation error is estimated for both classifiers using 10-fold cross-
validation. The results are shown in Table 5.

Our proposal has also been tested on three common datasets, namely Skin Cancer MNIST: HAM10000
[56], Chest X-Ray Images (Pneumonia) [57], and MIAS MiniMammographic Databases [58]. It should be
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Table 2. Achievements of the algorithm on the corneal thickness map to diagnosing the corneal-thinning disease using
all strategies (%).

Measurements
Strategies of dataset
10%90% 50%50% 70%30% 90%10%
SIFT SWFT SIFT SWFT SIFT SWFT SIFT SWFT

Recall 71.73 77.48 76.19 80.76 79.36 87.09 75.0 85.95
Precision 65.02 69.48 70.79 74.33 74.62 76.05 68.18 77.27
Accuracy 66.39 69.05 74.22 78.22 75.20 80 70.0 81.81
1-precision 34.97 30.51 29.20 25.66 25.37 23.94 31.80 22.72
Specificity 60.0 58.86 72.5 76.03 70.68 73.01 65.0 79.16

Table 3. Achievements of the algorithm on the corneal elevation front map to diagnosing the cornea-isolated-land disease
using all strategies (%).

Measurements
Strategies of dataset
10%90% 50%50% 70%30% 90%10%
SIFT SWFT SIFT SWFT SIFT SWFT SIFT SWFT

Recall 94.66 96.47 96.59 100 96.15 100 96.96 100
Precision 82.60 85.09 95.50 97.19 93.45 97.19 94.11 97.14
Accuracy 82.33 85.57 93.69 97.74 91.72 97.74 92.85 97.67
1-precision 17.30 14.90 4.49 2.80 6.54 2.80 5.88 2.85
Specificity 53.71 59.32 82.60 89.79 75.86 89.66 77.77 88.88

Table 4. Achievements of the algorithm on the corneal elevation back map to diagnosing the like tange diseases using
all strategies (%).

Measurements
Strategies of dataset
10%90% 50%50% 70%30% 90%10%
SIFT SWFT SIFT SWFT SIFT SWFT SIFT SWFT

Recall 91.59 92.21 93.75 96.12 90.58 95.40 96.42 100
Precision 79.56 82.11 78.94 81.57 84.61 91.20 90.00 93.33
Accuracy 75.00 77.63 83.40 86.30 84.61 91.66 91.66 95.83
1-precision 20.43 17.88 21.05 18 15.38 8.79 10 6.66
Specificity 15.15 18.33 71.68 75 75.86 85.96 85.0 90.00

noted that the Skin Cancer MNIST dataset contains several categories. Therefore, it is classified on the basis
of category. For example, benign keratosis (bkl), dermatofibroma (df), melanocytic nevi (nv), and basal cell
carcinoma (bcc). For comparison and testing, each of the two categories is selected separately whereas the Chest
X-Ray and MIAS MiniMammographic datasets are labeled as normal and abnormal. The proposed algorithm
and the standard SIFT are used to be compared. Finally, the accuracy of the diagnosis is calculated using three
classifiers, the Naive Bayes, KNN, and SVM classifiers, and the results are shown in Table 6.
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Table 5. Accuracy of cornea disease diagnosis by applying the proposed algorithm on all corneal topography maps (%),
and loss cross-validation error.

Maps \Methods
Naive Bayes classifier KNN classifier
Accuracy (%) Loss cross-validation Accuracy (%) Loss cross-validation
SIFT SWFT SIFT SWFT SIFT SWFT SIFT SWFT

Sagittal 81.0 98.7 0.29 0.25 82.8 92.1 0.34 0.13
Corneal thickness 47.0 92.8 0.51 0.34 73.1 78.5 0.34 0.26
Elevation front 98.7 99.7 0.16 0.02 98.1 98.7 0.32 0.01
Elevation back 82.6 99.8 0.24 0.01 91.4 92.4 0.17 0.14

Table 6. Comparison of accuracy of diagnosis between the proposed algorithm and standard SIFT tested on different
datasets and employing different classifiers (%).

Chest X-ray MIAS
MiniMammographic

Skin cancer MNIST

Classifiers Normal vs abnormal Normal vs abnormal Bkl vs df Bcc vs bkl Bcc vs nv
SIFT SWFT SIFT SWFT SIFT SWFT SIFT SWFT SIFT SWFT

SVM 93.4 95.8 73.0 72.5 73.5 75.8 70.7 75.4 89.1 94.9
Naïve Bayes 91.0 94.8 81.4 83.3 90.7 94.2 89.0 96.5 95.5 98.5
KNN 94.0 93.1 73.1 73.9 80.7 85.7 81.5 84.5 90.0 94.5

7.2. Discussion
The previous section showed that the SWFT algorithm, in general, has significantly high accuracy and reliability
compared to the standard SIFT local feature descriptor. From the tables above, the probability of correct
diagnosis (recall) using the proposed algorithm with various strategies gives more realistic results than the
standard algorithm, where the recall average values for diagnosing cornea diseases for all strategies and maps
are 91.54 and 86.01 using SWFT and SIFT, respectively. The statistics tell that the proposed algorithm
detects better the relevant diseases among the retrieved instances via testing using all the strategies, where the
precision average values for diagnosing cornea diseases using all maps are 84.29 and 79.76 using SWFT and
SIFT, respectively. The accuracy metric refers to the correct predictions of the proposed algorithm. The reports
indicate that the SWFT algorithm achieved the highest performance among all cases examined to detect both
true results (positive and negative) for all the strategies, where the average accuracy values are 84.85 and 80.61
using SWFT and SIFT algorithms, respectively.

The SWFT algorithm achieved a lower percentage of the false detection cases relative to the overall cases
compared with the standard SIFT algorithm, where the averages of the false detection values (1-precision) are
15.68 and 20.22 using SWFT and SIFT algorithms, respectively. The results also showed a system using the
SWFT algorithm achieves a higher percentage in detecting healthy corneas that are correctly diagnosed as not
having any disease than using the SIFT algorithm via using all strategies, the averages of specificity are 75.23
and 68.63 using SWFT and SIFT algorithms, respectively. Figure 6 indicates that the proposed algorithm
outperforms the standard algorithm even when tested with different datasets, except in very rare cases. The
reason might be attributed to the nature of the data trained. Despite the minor errors, it is still an algorithm
that has an explicit positive impact on improving the efficiency of the system performance, especially with the
corneal topography datasets.
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Figures 17a–17d plot recall and precision to illustrate the comparison results of practical experiments
between the SIFT and SWFT algorithms using sagittal, corneal thickness, elevation front, and elevation back
maps, which clearly shows how the proposed algorithm outperforms its counterpart.
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Figure 17. Ploting the comparison of the SIFT and SWFT algorithms performance with different strategies of training
data (10%, 50%, 70%, 90%) using a) sagittal map, b) corneal thickness map, c) elevation front map, d) elevation back
map.

8. Conclusion and future work
The use of computer-aided tools is essential for increasing accuracy and rapidity of diagnosing corneal diseases.
The most significant part of the diagnostic systems is extracting the features from medical images, which is
one of the most powerful techniques to increase the reliability of such systems. Accordingly, this paper focused
on extracting local features from medical images using the proposed SWFT algorithm, which is an alternative
representation for the local features descriptor for the SIFT algorithm. Precise extraction of the features
considerably helps eliminate the diagnosis mistakes due to erroneous data that may occur for any reason and
thus maintain the safety of patients’ eyes, preventing damage, and aid specialists make the right decisions.
Compared to the standard representation, the expensive experiments indicate that the SWFT algorithm is
more distinctive, a significant achievement for real-world applications, and it is efficient in extracting features
from images thereby increasing the efficiency of the system. Employing wavelet transform as a multiresolution
analysis to produce images with different scales has a significant and clear impact on the extracting more
distinct features that boost the system’s ability to outperform the standard SIFT descriptor and achieve a
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high performance in distinguishing between categories. Ultimately, the use of machine-learning algorithms to
diagnose corneal diseases using corneal topography has yielded impressive results, so we recommend using them
by ophthalmologists to help giving more accurate and immediate decisions.

As a future plan, satisfactory results led us to think carefully about the development of our proposal. A
different set of SVM parameters will be manipulated and its effectiveness will be observed in developing the
proposed method. The future work will also include developing the algorithm for generating image scales by
using the GAN model instead of using the difference of Gaussians, where the parameters of the GAN networks
can be manipulated to generate a realistic image suitable for use as different scales of image.
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