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Abstract: The electrical power extracted from a wind energy conversion system (WECS) tends to be inconsistent
due to the intermittent nature of the wind. This issue is addressed by formulating a maximum power point tracking
(MPPT) control strategy that optimizes the power extraction from the WECS under a wide range of wind speed profiles.
This research article focuses on the formulation of a nonlinear neuro-adaptive backstepping integral sliding mode control
(NABISMC) based MPPT strategy for a standalone, variable speed, fixed-pitch WECS equipped with a permanent
magnet synchronous generator (PMSG). The proposed paradigm is a hybrid of the conventional backstepping and
the integral sliding mode control (ISMC) based MPPT schemes. The effectiveness of the control strategy devised is
guaranteed through numerical simulations carried out in Matlab/Simulink for a 3 kW PMSG-WECS under a stochastic
wind speed profile. Further validation is guaranteed by giving a detailed performance comparison analysis of the proposed
MPPT control strategy with the conventional feedback linearization control (FBLC), proportional integral derivative
(PID) control, sliding mode control (SMC), and standard neuro-adaptive integral sliding mode control (NAISMC) based
MPPT strategies, where the proposed strategy is found superior to all the stated strategies in terms of offering more
accurate MPPT, lower steady state error, faster dynamic response and lesser chattering.

Key words: Wind energy conversion system (WECS), permanent magnet synchronous generator (PMSG), maximum
power point tracking (MPPT), variable speed wind turbine (VSWT), backstepping, integral sliding mode control (ISMC),
feedforward neural network

1. Introduction
The worldwide growing energy demand has urged the investigation of cost competitive, environment-friendly and
renewable energy sources to supplement the conventional nonrenewable energy sources for electricity generation.
Due to rapid increase in the worldwide installed capacity and the advancement in the wind turbine size and
design, the wind energy is regarded as the mature technology and fastest growing among all the other renewable
energy sources [1].

Over the past decade, when compared with its fixed-speed counterparts, the variable speed wind turbine
(VSWT) has undergone through a fast development and has proved itself the industry standard. This is
characterized by its high power conversion efficiency and delivering a better quality of electric power [2]. In
general, due to the variability of the wind speed, the wind energy conversion system (WECS) exhibits variation
∗Correspondence: laiq@cuiatd.edu.pk
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in its electric power output. This makes the inherent characteristics of the WECS nonlinear; thus, making the
maximum power extraction a challenging task. For maximizing the efficiency of a WECS, the formulation of
an MPPT control strategy plays a key role [3, 4].

The literature reveals that different categories of electric generators have been employed in WECS with
power ratings upto several MWs , comprising squirrel cage induction generator (SCIG), doubly fed induction
generator (DFIG), wound rotor synchronous generator (WRSG) and permanent magnet synchronous generator
(PMSG). Among these stated categories, the PSMG is preferred for a variable speed WECS due to its higher
power density, higher efficiency, higher power factor, lower maintenance cost, lack of excitation and gear-box,
and a wide operating speed range (0%–100%) [5, 6].

Significant amount of research has been conducted for optimizing the power extraction from a WECS.
Different MPPT control strategies have been formulated in the literature. Most of the strategies have focused
on the formulation of nonlinear MPPT techniques. One of the most promising robust nonlinear MPPT control
strategies is the sliding mode control (SMC). The SMC renders several attractive features, such as simple
design, fast dynamic response, insensitivity to parametric variations and disturbance rejection. From these
stated attributes, apparently the SMC scheme seems an ideal solution for MPPT, nevertheless, the occurrence
of the chattering phenomenon as well as the asymptotic convergence, because of a linear sliding surface in the
first order SMC, invites a high level of criticism. The chattering phenomenon forces the system response to
oscillate around the sliding surface (desired reference), thus, causing a higher mechanical wear and tear, poor
tracking performance and overheating of the power circuits [7–11]. In the context of the conventional SMC,
the system robustness against parametric variations and external disturbances is guaranteed only during the
sliding phase, but not during the reaching phase. Moreover, the order of the motion equation during the sliding
phase equals n − m , where n represents the dimension of the state space, while m indicates the dimension
of the control input. In other words, the order of the motion equation in case of the conventional SMC is
reduced by the dimension of the control input. To counteract these stated issues, an integral sliding mode
control (ISMC) scheme has been proposed in [12]. In the ISMC strategy, chattering is alleviated by removing
the discontinuous control signal from the original control path and inserting it into the internal dynamic process
for generating the sliding mode. Starting from the initial time instance, the sliding phase (robustness of the
system) is guaranteed throughout the system response. The order of the motion equation equals the original
system state space dimension, and it is not reduced by the dimension of the control input. Moreover, smaller
maximum control magnitude is required for the ISMC than the conventional SMC, since the value is usually
bigger during the reaching phase. However, the main problem with the standard ISMC is the difficulty of tuning
its switching gain parameter in order to have a good balance between the disturbance rejection property and the
chattering phenomenon. The disturbance rejection property depends upon the the switching gain. For example,
for smaller values of the switching gain, the disturbance rejection property is poor. For increased values of the
switching gain, the disturbance rejection property improves, but at the same time the system offers increased
chattering [13].

In [14], an adaptive Lyapunov stability theory based nonlinear backstepping control strategy has been
proposed for MPPT of a variable speed utility grid-connected PMSG-WECS. The robustness of the proposed
paradigm was guaranteed without the prior knowledge of the upper bound of the uncertainties. The backstepping
strategy is based on a recursive control design, in which the principal idea is the stabilization of the virtual
control state [15]. Its attractive features include: fast dynamic response, robustness to system parametric
uncertainties, good performance against unmodeled system dynamics and external disturbance rejection. It
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is based on designing an MPPT controller recursively by choosing some of the system state variables as the
virtual controllers, and then designing intermediate control laws for each of the selected virtual controller. This
approach is well-suitable for boundary control problems. While the control is acting only from the boundary,
its main feature is the capability of canceling out all the destabilizing effects (i.e. forces or terms) appearing
throughout the domain [16, 17]. It does not employ model reduction. For finite dimensional nonlinear systems,
the backstepping control serves as an extension of the feedback linearization control. Contrary to the standard
feedback linearization control, the backstepping approach allows the flexibility to not necessarily cancel out
the nonlinearity. Because, a nonlinearity may be retained if it is useful, or it may be dominated (rather than
canceled nonrobustly) if it is potentially harmful and uncertain.

To overcome the stated problems with the standard ISMC, in this research article a nonlinear neuro-
adaptive backstepping integral sliding mode control (NABISMC) based MPPT strategy is formulated for a
standalone, variable speed, fixed-pitch, 3 kW PMSG-WECS. The proposed paradigm is a hybrid of the conven-
tional backstepping and the ISMC schemes and its effectiveness is guaranteed through numerical simulations
carried out in Matlab/Simulink under a stochastic wind speed profile. Further validation is guaranteed by giving
a detailed performance comparison analysis of the proposed MPPT control strategy with the conventional feed-
back linearization control (FBLC), proportional integral derivative control (PID), sliding mode control (SMC)
and the standard neuro-adaptive integral sliding mode control (NAISMC) based MPPT strategies, where the
proposed strategy is found superior to the stated MPPT strategies in terms of offering more accurate MPPT,
lower steady state error, faster dynamic response and lesser chattering.

This article is organized as follows: Section 2 presents the mathematical modeling of the variable speed,
standalone, fixed-pitch PMSG-WECS. Section 3 covers the system coordinates transformation. Section 4
describes the system Lie derivatives estimation via the artificial neural network (ANN). Section 5 presents
the proposed NABISMC based MPPT control design. Section 6 describes the performance evaluation of the
proposed MPPT paradigm through Matlab simulations. Finally, Section 7 concludes this article.

2. Mathematical modeling of the variable speed standalone PMSG-WECS

A schematic of the overall variable speed, standalone, fixed-pitch, PMSG-WECS is illustrated in Figure 1. The
main components of this system include: variable speed wind turbine (VSWT), gear-box, a PMSG coupled with
the VSWT, power electronic converter and load.

2.1. Wind turbine modeling

A wind turbine, with fixed-pitch, can be described by the following group of mathematical equations [18, 19]:

Pm = TmΩl = 0.5ρπRt
2v3wCp(λ, β)

Tm =
Pm

Ωl
= 0.5ρπRt

3v2wCT (λ)

λ =
ΩlRt

vw

Cp = CT (λ)λ

Ωh = Ωli

(1)
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Figure 1. Schematic of the variable speed, standalone, PMSG-WECS.

where Pm represents the mechanical power developed (or captured) by the wind turbine, ρ indicates the
air density (normally, 1.25 kg/m3 , at 10◦C, at sea level), Rt denotes the wind turbine blade radius (m), vw
represents the wind speed (m/s), Cp indicates the wind turbine rotor efficiency (or power conversion coefficient),
CT indicates the wind turbine torque coefficient, λ denotes the tip speed ratio (TSR), β indicates the turbine
blade pitch angle (assumed to be a constant in this article, that is, β = 0◦ ), Tm stands for the wind turbine
mechanical torque (N.m), Ωh indicates the PMSG (high speed shaft) rotational speed (rad/s), Ωl indicates the
wind turbine (low speed shaft) rotational speed (rad/s), and i represents the gear ratio (or transmission ratio).

In a conventional WECS, if the wind speed exceeds beyond the nominal value, the pitch angle control
strategy is implemented to limit the wind turbine mechanical power output and to ensure system safety. Since,
the focus of this article is on the MPPT, hence, in this article it is assumed that the wind speed does not exceed
the nominal value. Furthermore, the wind turbine blade pitch angle is always assumed to be fixed (or constant
at β = 0◦ ) during the MPPT mode [20].

Generally, Cp varies proportionally with both λ , and β . But, in the MPPT mode (with β = 0◦ ), Cp

is determined by numerical approximation. Such as, in [21], for β = 0◦ , its approximate value is given by the
following expression:

Cp(λ) = 0.0061λ− 0.0013λ2 + 0.0081λ3 − 9.7477× 10−4λ4 − 6.5416× 10−5λ5

+ 1.3027× 10−6λ6 − 4.54× 10−7λ7
(2)

Cp exhibits a unique maximum value (say, Cpmax
) at a particular TSR, known as λopt . Hence, a VSWT

continuously tracks the Cpmax
, while maintaining the TSR at its optimal value, λopt , for the maximum wind

power extraction.
CT can also be found from a second-order polynomial expression, as a function of the TSR, as follows:

CT (λ) = α0 + α1λ+ α2λ
2 (3)

Now, substituting λ from (1) and CT from (3) in the wind turbine mechanical torque expression, Tm ,
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given in (1), the resultant expression is as follows:

Tm = d1v
2
w +

d2vwΩh

i
+
d3Ω

2
h

i2
(4)

where,

{
d1 = 0.5πρR3

tα0, d2 = 0.5πρR4
tα1, d3 = 0.5πρR5

tα2

α0 = 0.1253, α1 = −0.0047, α2 = −0.0005

Different significant parameters of the wind turbine are expressed in Table . Once Cpmax and λopt are
known, the optimal mechanical power, Pmopt , developed by the wind turbine can be obtained from (1), by
substituting λopt , as follows:

Pmopt
=
ρπR5

tΩ
3
lCpmax

(λ)

2λ3opt
(5)

Table . Parameters of PMSG-WECS and MPPT controller.
Name Parameters Symbols Values

W
in

d
tu

rb
in

e Air density (at sea level, at 0◦C) ρ 1.25 kg/m3

Wind turbine blade radius Rt 2.5m
Maximum power conversion coefficient Cpmax 0.4762
Optimal tip speed ratio λopt 7
Average wind speed vwavg

7m/s
Gear (or transmission) ratio i 7

PM
SG

Stator resistance Rs 3.30 Ω
Stator d, q-axis inductances Ld, Lq 41.56mH, each
Magnetic flux Φm 0.4382Wb
Number of pole pairs p 3
PMSG shaft inertia Jh 0.055 22 kgm2

Load inductance Lch 0.08H
Initial chopper equivalent resistance Rch 80 Ω

N
A

BI
SM

C Gain k2 0.1
Gain kb 700
Gain ki 2
Gain kp 100
Gain kq 0.001

Figure 2 illustrates the mechanical power developed by the wind turbine under different wind speeds. It
can be seen that there exists a unique maximum power point, Pmopt

, at each wind speed. Collectively, these
maximum power points constitute an optimal regime characteristic (ORC). The ORC corresponds to a region
of operation, where the maximum energy can be extracted from the WECS under a fluctuating wind speed.
The main function of the MPPT control strategy is to keep operating the wind turbine on the ORC, despite
changes in the wind speed.

The optimal mechanical torque developed by the wind turbine, Tmopt
, can be deduced from the optimal
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Figure 2. Mechanical power output of the wind turbine under different wind speeds.

mechanical power, Pmopt
given in (5), as follows:

Tmopt
=
Pmopt

Ωℓ
=
ρπRt

5Ω2
lCpmax

(λ)

2λ3opt
(6)

2.2. Permanent magnet synchronous generator modeling

The PMSG can be modeled in the dq -reference frame, where the zero components are neglected. For a standalone
PMSG-WECS, the voltages on the dq -axes are regarded as the output variables. Using this concept, the PMSG
model in terms of the dq -axes voltages can be expressed by the following set of differential equations [22]:

(Ld + Lch)
did
dt

= − (Rs +Rch) id + p (Lq − Lch) iqΩh

(Lq + Lch)
diq
dt

= − (Rs +Rch) iq − p (Ld + Lch) iqΩh + pΦmΩh

Jh
dΩh

dt
=
Tm
i

− Tem =
Tm
i

− [p (Ld − Lq) idiq + pΦmiq] =
d1v

2
w

i
+
d2vwΩh

i2
+
d3Ω

2
h

i3
− pΦmiq

(7)

where Ld and Lq represent the stator d− and q -axis inductances, respectively, Rs is the stator resistance,
id and iq represent the stator d− and q -axis currents, respectively, p indicates the number of pole pairs, Φm

is the maximum value of magnetic flux, Tem represents the electromagnetic torque of the PMSG, Jh denotes
the moment of inertia of the PMSG (high speed shaft) and Rch , Lch indicate the resistance and inductance of
the load, respectively. In (7), a nonsalient pole PMSG has been assumed, for which Ld = Lq .
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Now, in state space representation, the PMSG-WECS model can be expressed as follows:


ẋ1

ẋ2

ẋ3


︸ ︷︷ ︸

ẋ

=


a2x1 + a3x2x3

b2x2 + b3x1x3 + b4x3

1

Jh

(d1v2w
i

+
d2vwx3
i2

+
d3x

2
3

i3
− pΦmx2

)


︸ ︷︷ ︸

f(x)

+


−x1
a1

−x2
b1

0


︸ ︷︷ ︸

g(x)

. Rch︸︷︷︸
u

y = Ωh︸︷︷︸
h(x)

(8)

where x = [x1 x2 x3]
T = [id iq Ωh]

T ∈ Rn represents the state vector, f(x) and g(x) indicate the
nonlinear smooth vector fields, while u and y represent the control input and output, respectively. Moreover,

a1 = Ld + Lch; a2 = −Rs

a1
; a3 =

p(Lq − Lch)

a1

b1 = Lq + Lch; b2 = −Rs

b1
; b3 = −p(Ld + Lch)

b1
; b4 =

pΦm

b1

Different significant parameters of the PMSG are expressed in Table .

3. System coordinates transformation

Before expressing the system in standard canonical form (input-output form or normal form), the system
coordinates transformation needs to be carried out. This coordinates transformation is carried out as follows:

z1 = h(x) = x3 = Ωhz2 = Lfh(x) =
∂h(x)

∂x
f(x) = γ1v

2
w + γ2vwx3 + γ3x

2
3 − γ4x2z3 = a3

x1
x2

(9)

where γ1 =
d1
Jhi

, γ2 =
d2
Jhi2

, γ3 =
d3
Jhi3

and γ4 = d4 = pΦm

As, the system under study has a relative degree, r < n (system order), with r = 2 , and n = 3 , it means
that the system can only be partially linearized. Furthermore, the standard canonical form can now be given
as follows:

ż1 = z2ż2 = L2
fh(x) + LgLfh(x)u (10)

where L2
fh(x) and LgLfh(x) are the system Lie derivatives. The overall closed loop PMSG-WECS

control system is illustrated in Figure 3.

4. Artificial neural network configuration for system Lie derivatives estimation

Figure 4 represents a multilayer feedforward artificial neural network (ANN) configuration for system Lie
derivatives estimation. This ANN has three layers, namely a hidden layer, an input layer and an output
layer. It has four inputs which are z1 , z2 , z3 , vw , while its two estimated outputs are L̂2

fh(x) and L̂gLfh(x) .
The targets are continuously updated until the error reaches an acceptable range. The hidden layer contains
nine neurons, while the output layer contains two neurons that yields estimated outputs L̂2

fh(x) and L̂gLfh(x) .

537



ULLAH-KHAN et al./Turk J Elec Eng & Comp Sci

Figure 3. The overall closed loop PMSG-WECS control system.

Figure 4. Artificial neural network configuration for system Lie derivatives estimation.

The input layer neurons provide input information to the hidden layer neurons, which in turn provide it
to the output layer neurons, which then estimate the outputs L̂2

fh(x) and L̂gLfh(x) . Tansigmoid activation
function is used in the hidden layer, while a purelin function is used in the output layer. The ANN is trained
using backpropagation algorithm. An input vector, ψ = [z1, z2, z3, vw]

T is applied to the input layer neurons of
the network, as illustrated in Figure 4.

The estimated output of the output layer neurons is expressed as follows:

yp = f0

[
9∑

m=1

(wpmyp + bp)

]
(11)

As depicted in Figure 4, yp has two values either L̂2
fh(x) or L̂gLfh(x) . The weights adjustment

expression is given as follows:

wml(n+ 1) = wml(n)− β

(
∂E0

∂wml(n)

)
+ ζ∆wml(n) (12)
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with

∆wml(n) = wml(n)− wml(n− 1) (13)

where ζ , β are the momentum and learning factors, respectively.

5. Proposed NABISMC based MPPT control system design
To overcome the drawbacks of the standard ISMC stated in Section 1, an NABISMC based MPPT strategy is
devised in this article for a variable speed, standalone, fixed-pitch, 3 kW PMSG-WECS.

In the proposed MPPT control design, the estimated values of the system Lie derivatives will be used for
which the standard canonical form expressed in (10) can be rewritten as follows:

ż1 = z2ż2 = L̂2
fh(x) + L̂gLfh(x)u (14)

where u ∈ Rn is the control variable, while L̂2
fh(x) and L̂gLfh(x) represent the estimated Lie derivatives

of the system.
The following steps explain the designing of the proposed NABISMC algorithm:

Step 1: First of all, define a tracking error, along with its time-derivative, as follows:

e1 = z1 − zref ė1 = ż1 − żref (15)

where zref = Ωref is the desired (or reference) speed of the PMSG.

Step 2: Based on the standard ISMC, the proposed control law (NABISMC) is defined as follows:

u = ui + ud (16)

where ui represents the ideal control that can be designed using the linear feedback control law. On
the other hand, ud represents the discontinuous control that can be designed using the backstepping design
approach.

Now, using the linear feedback control law, ui can be designed as follows:

ui = −kb(e1)− ki(e2) (17)

Step 3: Next, design ud based on the backstepping approach, as follows:
Since, the goal is to converge the tracking error, e1 , asymptotically to the origin, O, (equilibrium point),

for this purpose, selecting a suitable Lyapunov function candidate, V1(e1) . In order to ensure the asymptotic
stability of the system, V1(e1) must satisfy the following three conditions: (i) It must be positive definite, (ii)
It must be radially unbounded, and (iii) It must have a negative definite time-derivative.

The selected Lyapunov function candidate, V1(e1) , is defined as follows:

V1(e1) =
1

2
e21 (18)

Differentiating (18) with respect to time and simplifying using (15), it yields:

V̇1 = e1ė1 = e1(ż1 − żref ) = e1(z2 − żref ) (19)
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Now, considering z2 in (19) as a virtual controller that acts as a stabilization function and it can be
expressed as follows:

z⋆2 = −k2e1 + żref

with k2 > 0 , (19) yields:

V̇1 = −k2e21 < 0 (20)

which is globally asymptotically stable.

Step 4: Next, define the ISMC sliding surface, as follows [23]:

s1 = σi + zi = (z2 − z⋆2) + zi = z2 + k2e1 − żref + zi (21)

where zi is the integral term.
Differentiating the sliding surface expressed in (21) and simplifying using (14) and (16), it yields:

ṡ1 = ż2 + k2ė1 − z̈ref + żi = L̂2
fh(x) + L̂gLfh(x) (ui + ud) + k2ė1 − z̈ref + żi (22)

Now, selecting

żi = −L̂gLfh(x)ui + z̈ref (23)

Substituting żi from (23) in (21), it yields:

ṡ1 = L̂2
fh(x) + L̂gLfh(x)ud + k2ė1 (24)

Step 5: Define a composite Lyapunov function candidate, V2(e1, s1) , as follows:

V2(e1, s1) =
1

2

(
e21 + s21

)
(25)

Taking the time derivative of (25), and simplifying using (19) it yields:

V̇2 = (e1ė1 + s1ṡ1) = V̇1 + s1ṡ1 (26)

Now, taking the reaching law as follows [24]:

ṡ1 = (−kps1 − kq sign(s1)) (27)

Substituting (27) in (26), it yields:

V̇2 = (e1ė1 + s1ṡ1) = V̇1 + s1 (−kps1 − kq sign(s1)) (28)

For asymptotic stability of the system, the time derivative of the composite Lyapunov function candidate, V̇2 ,
must be negative definite.
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Now, equating (24) and (27), it yields:

−kps1 − kq sign(s1) = L̂2
fh(x) + L̂gLfh(x)ud + k2ė1 (29)

Hence, the discontinuous control law, ud , can be expressed as follows:

ud =
−1

L̂gLfh(x)

[
L̂2
fh(x) + k2ė1 + kps1 + kq sign(s1)

]
(30)

Finally, the overall proposed NABISMC law is obtained by substituting ui and ud from (17) and (30),
respectively, in (16), as follows:

uNABISMC =
−1

L̂gLfh(x)

[
L̂2
fh(x) + k2ė1 + kps1 + kq sign(s1)

]
︸ ︷︷ ︸

ud

−kb(e1)− ki(e2)︸ ︷︷ ︸
ui

(31)

Different parameters of the NABISMC law are given in Table , whereas the computational flow chart for
its implementation is illustrated in Figure 5.

6. MPPT paradigm performance evaluation through numerical simulations
This section validates the performance and effectiveness of the proposed nonlinear NABISMC based MPPT
scheme, through various numerical simulations carried out in Matlab/Simulink. The conventional FBLC, PID,
SMC and the standard NAISMC based MPPT schemes have been chosen as benchmarks to manifest the
superior performance of the proposed MPPT strategy. The wind speed is assumed to have a stochastic profile
with frequent and rapid wind speed fluctuations throughout the simulations.

Figures 3 and 5 illustrate the implementation of the proposed nonlinear MPPT control scheme to
the variable speed, standalone, fixed-pitch, 3 kW PMSG-WECS. The maximum power conversion coefficient,
Cpmax

= 0.4762 is computed from (2) that occurs at an optimal tip speed ratio, λopt = 7 . All the simulations
are carried out for 100 s horizon with an average wind speed of, vwav

= 7 m/s (illustrated in Figure 2). The
MPPT scheme keeps the tip speed ratio, λ , at its optimal value, λopt , thus ensuring the maximum power
extraction from the PMSG-WECS.

Figure 6 illustrates the PMSG rotational speed tracking performance, where the zoomed-in segments
of the figure clearly reveal that the the proposed NABISMC based MPPT strategy renders a superior PMSG
speed tracking performance to all the other MPPT candidates. The superior performance of the the proposed
strategy is further validated by the PMSG speed tracking error, as depicted in Figure 7. It is evident that the
proposed paradigm renders the minimum tracking error and minute chattering. Figures 8 and 9 indicate the
TSR and the power conversion coefficient evolution. The proposed MPPT strategy much accurately maintains
the TSR at λopt = 7 and Cpmax

= 0.4762 , that is an indication of the maximum wind power extraction, with
minute chattering. Figures 10 and 11 illustrate the wind turbine and the PMSG mechanical powers development
against the TSR. The proposed MPPT paradigm much precisely maintains the TSR around its optimal value,
λopt , than the other MPPT benchmarks. The wind turbine mechanical power evolution against its rotational
speed is depicted in Figure 12. It can easily be concluded that the proposed MPPT algorithm much accurately
keeps operating the WECS in the ORC and ensures the maximum power extraction from it. Similarly, Figure
13 shows the PMSG electromagnetic torque development against the TSR. Again, the proposed MPPT strategy
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Figure 5. Computational flow chart for implementation of the proposed MPPT control algorithm.
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Figure 6. PMSG speed tracking performance.
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Figure 7. PMSG speed tracking error.
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0                   20                 40                  60                 80                100
t (s)

0

0.1

0.2

0.3

0.4

0.5

P
o

w
er

 C
o

effi
ce

in
t,

 C
p

PID

FBLC

SMC

NAISMC

NABISMC

30         35         40         45          50          55       60
0.4755

0.476

0.4765

30 35 40
0.47615

0.476155

0.47616

Figure 9. Power conversion coefficient evolution.
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Figure 10. Wind turbine mechanical power vs. the tip speed ratio.

is capable of keeping the TSR around its optimal value, thereby ensuring the maximum power extraction from
the WECS.

To supplement the superior performance of the proposed NABISMC based MPPT paradigm against the
FBLC, PID, SMC and NAISMC based MPPT benchmarks, the dynamic performance of all the stated MPPT
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Figure 11. PMSG mechanical power vs. the tip speed ratio.
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Figure 12. Wind turbine mechanical power vs. shaft speed.
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Figure 13. PMSG electromagnetic torque vs. the tip speed ratio.

candidates is also evaluated using four different well-known performance indices, expressed as follows [25–27]:

ISE =

∫ tsim

0

[e(t)]
2
dt, ITSE =

∫ tsim

0

t [e(t)]
2
dt, IAE =

∫ tsim

0

|e(t)|dt, ITAE =

∫ tsim

0

t|e(t)|dt (32)
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where e(t) = Ωh − Ωref and tsim represents the total simulation time.
The performances indices, ISE (integral squared error), ITSE (integral of time squared error), IAE

(integral absolute error), and ITAE (integral of time absolute error) have been computed for PMSG-WECS
using (32) for all the MPPT candidates, and have been compared in Figures 14–17. It can be seen that as
the time advances, the accumulative error of each MPPT scheme also increases. Nonetheless, the proposed
NABISMC based MPPT paradigm renders a smoother, more flat and smaller error profile than all the other
MPPT benchmarks, thus validating its superior performance.

0                  20                  40                 60                 80               100
t (s)

0

1000

2000

3000

4000

5000

6000

IS
E

 (
ra

d
2
/s

ec
)

PID

FBLC

SMC

NAISMC

NABISMC

0               20              40               60              80             100
0

5

10

0               20               40              60              80             100
0

0.05

0.1

Figure 14. Integral squared error.
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Figure 15. Integral of time squared error.

0                   20                  40                  60                 80                 100

t (s)

0

50

100

150

200

250

IA
E

 (
ra

d
)

PID

FBLC

SMC

NAISMC

NABISMC

0          20          40          60         80         100
0

1

2

Figure 16. Integral absolute error.
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Figure 17. Integral of time absolute error.

7. Conclusion
Because of the randomness and instability of the wind speed, the WECS is a complex nonlinear uncertain system.
Consequently, the MPPT control for PMSG-WECS is a challenging problem. To deal with the inconsistent
wind speed and to optimize the power extraction from the PMSG-WECS, in this article, a nonlinear NABISMC
based MPPT strategy has been proposed for a 3 kW , variable speed, fixed-pitch, standalone PMSG-WECS. The
proposed paradigm was a hybrid of the conventional backstepping and the ISMC based MPPT schemes that has
been simulated and tested under a stochastic wind speed profile in Matlab/Simulink, and its performance has
been found superior to the conventional FBLC, PID, SMC and the standard NAISMC based MPPT strategies in
terms of offering more accurate MPPT, lower steady state error, faster dynamic response and lesser chattering.
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Nomenclature

Cp Wind turbine rotor power conversion coefficient (or efficiency)
CT Wind turbine torque coefficient
Jh High speed shaft (PMSG) inertia
Lch Chopper inductance
Ld, Lq Stator d and q − axes inductances
p Number of pole pairs
Pm Wind turbine mechanical power
Rch Chopper resistance
Rt Wind turbine blade radius
Rs Stator resistance
Tem Electromagnetic torque
Tm Wind turbine mechanical torque
vw Wind speed
β Wind turbine blade pitch angle
Ωh PMSG speed (high speed shaft rotational speed)
Ωl Wind turbine speed (low speed shaft rotational speed)
ϕd, ϕq Stator d- and q-axis magnetic fluxes
Φm Magnetic flux due to permanent magnets
λ Tip speed ratio (TSR)
ρ Air density
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