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Abstract: Digital passive image forgery methods are extensively used to verify the authenticity and integrity of images.
Splicing and copy-move are the most common types of passive digital image forgeries. Several approaches have been
proposed to detect these forgeries separately, but very few approaches are available that can detect them simultaneously.
However, a more efficient method is still in demand to meet the day-to-day challenges to detect these forgeries at the
same time. So, a passive hybrid approach based on discrete fractional cosine transform (DFrCT) and local binary
pattern (LBP) is proposed to detect copy-move and splicing forgeries simultaneously. The extra parameter i.e. fractional
parameter of DFrCT is utilized to enhance the accuracy and LBP is used to highlight the tampering artifacts effectively.
Then, a support vector machine (SVM) is employed to categorize the images into authentic, copy-move, and spliced
images. Next, localization is performed on both the copy-move and spliced images to localize the duplicated areas in
the image. Experiments on six benchmark datasets, namely, CASIA v1.0, GRIP, CASIA v2.0, IMD, COVERAGE,
and Columbia, attain accuracy rates of 99.67%, 99.23%, 99.76%, 98.81%, 95%, and 98.17%, respectively. To validate
the effectiveness of the proposed method, comparative analysis has been performed with existing methods in terms of
ROC, precision, recall, Fi score, F» score, and accuracy. Moreover, the robustness of the proposed work is tested under

rotation attack and better results are attained in comparison to the existing techniques.
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1. Introduction

In the modern era, digital images are primary sources of information sharing as they are used to interact
among people all over the world. However, with the development of photo editing software such as GIMP and
Photoshop, images can be easily counterfeited at a low cost, thus placing the authenticity of images at risk.
Several procedures such as intrusive and nonintrusive have been introduced to identify fake images. Intrusive
techniques identify tampering by authenticating the truthfulness of a watermark or signature. In contrast,
nonintrusive procedures have a broad range as they only rely on examining the properties of images. Image
splicing and copy-move forgery (CMF) detection are the two most common types of nonintrusive techniques.
Splicing is a tampering technique in which one or more than one part of a source image is duplicated and pasted
into the target image. However, in CMF, some parts of the target image are duplicated and pasted into an
equivalent image to cause misinterpretation or generate misleading results [1, 2].

This paper is organized as follows: Section 2 discusses the existing splicing and copy-move procedures.
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Section 3 describes the proposed approach. Section 4 presents the simulation results and comparative analysis.

Finally, Section 5 concludes the study.

2. Related work

This section discusses the latest procedures for detecting image forgery. In CMF, matching regions are identified
in images, whereas feature irregularities are identified in splicing forgery. Several techniques have been proposed
that can independently resolve the problem of copy-move and splicing forgeries. However, very few techniques
can detect both the forgeries in the same image [1, 3]. Thus, developing a technique to identify forgery that
meets day-to-day challenges is challenging.

Splicing forgery is difficult to detect as compared to CMF detection. In splicing forgery, a portion of
the image is generally blurred, resampled, and double compressed to generate a tampered image. However,
owing to the variety of splicing, several approaches have been introduced in recent years. Prakash et al. [1]
extracted features through a block discrete cosine transform (BDCT) and enhanced threshold method. He
et al. [4] combined Markov features in a discrete wavelet transform (DWT) and discrete cosine transform
(DCT) domain. Although their paper verified the legitimacy of the Markov features, the accuracy rate was not
enhanced. Zhang et al. [5] extracted the Markov features in the contourlet transform and the DCT domain to
detect splicing forgery. Agarwal et al. [6] extracted internal statistical properties by using rotation invariant
cooccurrence of the local binary pattern (LBP) operator. El-Alfy et al. [7] extracted Markov features in the
DCT domain for forgery detection. Sheng et al. [8] detected splicing by extracting Markov features in the
discrete octonion cosine transform (DOCT) domain using a support vector machine (SVM) classifier.

CMF detection is generally performed using block-based or keypoint-based procedures. Most of the
block-based methods are based on DCT, zernike moments, DWT, and discrete fractional wavelet transform
(DFrWT) [9, 10] for extracting features. In contrast, keypoint-based techniques include scale invariant feature
transform (SIFT), speeded up robust features (SURF), and oriented FAST and rotated BRIEF (ORB) [9, 11—
15].  Christlein et al. [16] examined the detection performance of various methods; among them, zernike
moments proved to be efficient owing to its small memory. Li et al. [17] extracted block features using polar
cosine transform (PCT) and Cozzolino et al. [18] proposed an efficient CMF detection technique using the
PatchMatch algorithm, which is a fast nearest-neighbor search technique. Emam et al. [19] used discrete polar
complex exponential transform (DPCET) for block feature extraction and locality sensitive hashing (LSH) for
analogous block detection. However, this technique was inefficient and slow. Zandi et al. [20] detected CMF by
employing the benefits of keypoint-based and block-based procedures to locate tampered areas; however, the
method was not robust.

Several approaches [3, 21-23] used the combination of LBP and other techniques and achieved improved
accuracy rates. However, a more accurate method is required to meet the day-to-day forgery challenges. Alamadi
et al. [3] proposed a forgery detection technique based on LBP and DCT. Whereas, the proposed method has
used LBP and DFrCT, as it utilizes the flexibility of an extra parameter ‘fractional order’ in the DFrCT.
Technique in [3] only aims to categorize the image as authentic and forged. Whereas, the proposed method
is used to categorize as well as localize tampered areas for the two forgeries i.e. copy-move and splicing. The
primary contributions of the proposed scheme are as follows:

e The proposed work is focused to detect copy-move and splicing forgeries simultaneously and efficiently.

Moreover, the localization of forged images is performed to detect the tampered areas in both types of forgeries.

562



KAUR et al./Turk J Elec Eng & Comp Sci

e Several combinations of LBP and other approaches have been used in the literature; a more accurate
approach is still required. The proposed scheme combines DFrCT and LBP, which is used for the first time
according to the best knowledge of authors. It utilizes the flexibility of an extra parameter in the DFrCT i.e.
fractional parameter, and LBP is used to capture the forgeries in the images by highlighting the tampering
artifacts efficiently.

o The efficacy of the proposed scheme is validated by performing extensive simulations on six datasets
that provide improved results in terms of various performance metrics such as precision, recall, F; score, Fj

score, accuracy, etc. Also, the quantitative performances of localized images have been evaluated.

3. Proposed work

The primary aim of the proposed scheme is to discover whether the given image is forged or not. If tampering is
detected, then the presence of copy-move and splicing is tested using the SVM classifier. Further processing is
performed to locate the forged regions in both spliced and copy-move images. Figure 1 demonstrates a detailed

framework of the proposed algorithm.

Input Image |—»| ConverttoYCbCr |  Local Binary | | Discrete Fractional Cosine

—>{ Feature Vector
channel Pattern (LBP) Transform (DFrCT)

SVM Authentic

(Authentic/Forged)
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Figure 1. Detailed framework of the proposed algorithm

3.1. Preprocessing

Herein, the YCbCr color channel is used, which is a part of the RGB color channel, in which Y represents the
luminance component and Cb and Cr represent the chrominance component. Most image contents are better
preserved in the Y channel as compared to Cb and Cr. Human eyes are more sensitive toward luminance as

compared to the chrominance channel. Although the tampered image cannot be easily identified by human
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eyes, few tampering artifacts are left behind in the Cr channel. Therefore, the Cr channel is used to identify the
tampering artifacts. The chrominance part is obtained by subtracting the luminance part from blue (Cb=B-Y)
and red (Cr=R-Y) [7]. The YCbCr image is obtained from the RGB image (whose value uses 8 bits, ranging

from 0 to 255) as shown below:

Y 65.48 128.55 24.96 R 16
Cb | = A|-3779 —7420 112 | x |G |+ [128 (1)
Cr 112 —93.78 —18.21 B 128

where A is the scaling factor and B, G and R are blue, green, and red channels of the image, respectively.
Figure 2 depicts the example of YCbCr, luminance, and chrominance components. The figure shows that the
Cr channel of the chrominance component preserves most of the tampering artifacts. The flower’s contour in
the sixth column of Figure 2 is prominent compared to the other items in the image. Thus, edges that are
disturbed by tampering can be easily identified in the Cr channel.

Input Image Forged Image YCbCr Chan- Y Channel Cb Channel Cr Channel

Figure 2. Example of YCbCr color channel and respective image components (Y, Cb, Cr) column-wise.

3.2. Feature extraction

Local binary pattern (LBP) is used to capture the statistical changes such as edges that occur during the
copy-paste operation. The edges of the pasted area change, thus producing discontinuity along the edges of the
pasted region. Consequently, there is a variation in the distribution of local frequency. Moreover, there is no
relationship between the pixels of the image present in the area. Thus, capturing the statistical fluctuations is
an important phase in detecting image tampering. Therefore, LBP is appropriate for highlighting tampering
artifacts [3, 7, 22]. The LBP operator (LBPy,n ) is applied to each image which is defined as follows:

M-1

LBPy,y=Y_ T(m;—m.)2' (2)
=0
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where M denotes the total m; pixels on the circular neighborhood of the present pixel m., N is the radius of

neighborhood and T'(m; — m,) is the threshold function as represented below:

1, m;—ms>0

T(mi—mc):{ 0 mi—mme <0 (3)

Further, to capture the changes in local frequency distribution of the LBP image, it is converted into the
frequency domain through discrete fractional cosine transform (DFrCT). DFrCT is a generalized form of DCT
containing an extra free parameter “«” which is used in every function, where DCT is beneficial [24, 25]. DCT

for sequence y[p],0 < p < P —1 is defined as follows:

P-1
Y(0) = alo) Y vlpleos| 2T o 0<g< o @
p=0

L forqg=0
olq) = { f’» ! (5)
P

for 1<qg<P-1

Because of the orthogonal sequence, the inverse DCT (IDCT) can be recovered as

P-1
ylpl = Y a(a)Y (g)cos % , 0<p<P-1 (6)
q=0

The eigen decomposition of the DCT kernel is used in DFrCT and the even Hermite-Gauss eigenvectors of the
Fourier matrix D% are used to obtain the exclusive eigenvectors in the cosine case. In order to calculate DFrCT
coefficients, the kernel matrix of N-point DFrCT is defined in [24] as:

1 0
Kpo = V,DbVE =V, DE/"VE = Vp | =250 .. %3 (7)
0 efj2(P71)a
, where o = am/2 is the rotation angle, Vp = [vg|v1]| - |vap—2], and Dp is the diagonal matrix, in which the

diagonal entries have the same eigen values corresponding to the column eigenvectors of matrix Vp. In image
processing applications, two-dimensional DFrCT is used. So, one dimensional DFrCT (row-wise and column-
wise) is used two times to form two-dimensional DFrCT. In this, two rotation angles i.e. « and ( are taken
separately in two dimensions. For each image, five features i.e. mean, variance, standard deviation, skewness
and kurtosis have been extracted from DFrCT coefficients for dimensionality reduction and generating a feature

vector. Thus, the size of feature vector is five for each image.

3.3. SVM classification
In this section, the SVM classifier with radial basis function (RBF) kernel has been applied to classify the images

into authentic, copy-move, and spliced. Some binary classification issues do not have a fundamental hyper plane
as a valuable separating criterion. For those issues, there is a variation of the mathematical approach that holds

all the simplicity of an SVM separating hyper plane. SVM is a standard classifier depending on the knowledge
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of hyperplane. The proposed work consists of two SVM classifiers that seek a decision boundary with the
maximum margin for the training set and is applied in its essential nature as a binary classifier. Moreover, the
computational load of the proposed scheme is reduced by using two binary SVM classifiers for three types of
classes i.e. authentic, copy-move, and spliced. The SVM classifier training is performed by using the LIBSVM
with a RBF (Gaussian) kernel as it provides better accuracy. The RBF kernel [26, 27] is defined as:

(i, i) = exp(—lzi = 5il*) (v >0) (®)

The grid search method with five-fold cross validation is performed to find the optimal value . Figure 3 shows
the two-class SVM classifier using the RBF kernel model. It comprises of a training phase and testing phase
in which they are separated by a hyperplane. Let {x;,2;} signifies the training set, where z; is the target
output for training data x; and the test input vector is represented by y;. As shown in Figure 1, the first
SVM classifier is used to classify the images as authentic or forged. If the test image is authentic, then it is not
further processed. The purpose of the second SVM classifier is to discriminate the forged images and classify
them into two categories: copy-move and splicing forgery images [26, 27]. The forgery detection algorithm is

given in Algorithm 1.

/Training Data /

.2} Support Vectors for Classifier Target Output of Training Data g{l_) _____ R
SVM Training Hx, .} SVM ______ .
i Radial Basis Function 7| Classifier z e {~1,+1
(RBF)Kernel ~ [~7777777777 e
Radial Basis Function SvWwWw L, Test Data(y,)!
(RBF) Kernel Classifier |ze{-1+1} ! |
l |

Training Phase / Testing Phase J

(a) (b)

Figure 3. Block diagram of (a) training phase (b) testing phase of two-class SVM classifier using RBF kernel.

3.4. Localization of CMF
If CMF is detected, then a procedure is implemented to locate the tampered portions. The proposed work
integrates a block-based and keypoint-based method for CMF detection. Initially, adaptive oversegmentation is
performed on the input image using DWT and simple linear iterative clustering (SLICO) to split the image in
nonoverlaying and uneven blocks. Later, ORB is implemented on each block for extracting the feature points.
Then, matching is executed among the block features and finally, the forged area is detected by applying
morphological operation [28-30].

In the adaptive oversegmentation technique, initially, a three-level DWT is applied for analyzing the
frequency distribution of the input image. The percentage of low-frequency distribution is measured based on
low-frequency and high-frequency energies, which is further used to calculate the size of super-pixels as presented

in Algorithm 2. Furthermore, the SLICO algorithm segments the input image into nonoverlaying areas of
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Algorithm 1 Detection of image forgery

Input Test image (authentic/copy-move/spliced)
Output Detection outcome whether the image is authentic or copy-move or spliced
procedure
Convert test image (1) into Y C,C\(Im)
for Each image component Y C,C,., Y, Cy, C.do
Imppp < Apply LBP on each image component
Imppror < Apply DFrCT (Imppp)
end for
Combine the extracted features to attain feature vector
Apply SVM to categorize (Authentic/Forged)
if Forged then
Apply SVM to classify (Copy-move/Spliced)
if Copy-move then
Im, < Apply DWT (Im)
Im, <« Apply SLICO (Img)
fi < Apply ORB (Imy)
fa + Feature matching (f1)
f3 + Matched blocks (fs)
fa + Apply morphological operation (fs3)
Detected region
end if
if Spliced then
C, < Select chrominance channel (Im)
Im, < Apply Prewitt edge detector (C,)
Detected region
end if
else
Authentic
end if
end procedure

unequal shape. This algorithm is an adaption of the k-means clustering technique for the effective generation
of superpixels. The SLICO procedure splits the input image to achieve image blocks with a calculated size of
superpixels [28, 29].

Then, the proposed approach chose ORB as the feature point extraction technique for extracting block
features from the image blocks. Since ORB is efficient and faster than the existing techniques such as SIFT
and SURF, it extricates the features from each image block. ORB is the fusion of feature detection and
extraction methods such as FAST detector and BRIEF descriptor owing to their advantages such as low cost,
good performance, and invariance to illumination and blur. Initially, the FAST detector is used for determining
the keypoints. The intensity centroid (IC) approach is employed for adding an orientation component to FAST
for precisely measuring the corner orientation [31]. The (w + v)!" order moment of keypoints with varying

intensity I(w,v) is defined as:

MMy = Z woI(w, v) (9)
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Algorithm 2 Adaptive oversegmentation

procedure
Input image I of size W x V
Compute the low-frequency energy Lpp and high-frequency energy Hpg
Lrp=)_|ACs|
Hpp=3 2,3 |DCk| + 3 [HCk[ + 3 [VCi|), k=1,2,3
where, AC3 is the approximation coefficient of DWT and DCy, HC}, and VC} are the detailed coefficients
of DWT
Evaluate the percentage of low-frequency coefficients using the equation:
LF:(LFE/(LFE + HFE)) x 100%
Compute size of superpixels Sp after the evaluation of Lp as given below:
if Ly > 50%, then Sp is measured as:
Sp = ((1/50) x W x V)/2
end if
if Lr <50%, then Sp is measured as:
Sp = ((1/100) x W x V))1/2
end if
end procedure

The centroid (C.) is obtained from the moments of keypoints as represented by the following equation:

C. = | o, o | (10)
mmoo’ Mmoo
Then, a path from the center O to centroid OC‘; gives the orientation v of keypoints.
mm, mm
Y = atan {01 10] = atan(mmoi, mmig) (11)
mmoo/ Mmoo

where atan(-) is the arctangent function. Subsequently, ORB uses the r-BRIEF; an improved form of the steered
BRIEF descriptor in combination with an appropriate learning step. In the proposed procedure, features of the
block are paired with other blocks for computing the correct matches among all blocks. Initially, the total paired
feature points are evaluated and then a correlation coefficient map is generated. Thus, two patches are created
and the two keypoints corresponding to the patches are calculated. Then, the keypoint threshold is evaluated,
which localizes the matched block pairs. Finally, similar points present in the paired blocks are extricated and
considered to localize the location of the doubted forgery region. The labeled feature points can locate the
forged regions. The superpixels can locate the position of image forgery and divide the input image well. The
morphological procedure is incorporated to identify forgery areas of the image. Finally, a binary image with
the detected forged region is obtained [28, 31].

3.5. Localization of spliced forgery

If a spliced image is detected by the classifier, then further processing is performed for locating the forged region.
Firstly, the Cr channel is selected from the YCbCr color channel because it preserves most of the tampering
artifacts. The tampered part in the Cr channel is prominent than the other objects in the image, which is easily
identified by human eyes. Then, edge detection is employed. As discussed earlier, the edges of the tampered
part are different from the other parts of the input image. Therefore, edge detection plays a significant role

in locating tampered parts. A Prewitt edge detector is used to compute the magnitude and orientation of the
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image. Prewitt is extensively used to detect vertical and horizontal edges of an image to identify parts in the
image where the intensity changes quickly [32]. The Prewitt edge detector contains a couple of 3 x 3 convolution

kernels as shown in Figure 4.

-1 0 +1 -1 -1 -1
-1 0 +1 0 0 0
-1 0 +1 +1 +1 +1

Figure 4. Prewitt operator’s 3 x 3 mask

The highest response of all the kernels for the pixel location is used to compute the local edge gradient

magnitude as follows:

|E| = max(|E;|,j=1:5) (12)

where E; is the response of kernel j at a suitable position of the pixel, and s is the number of convolution
kernels. The horizontal and vertical gradients are calculated and merged. Then, the threshold is applied by
setting the threshold value. Consequently, the tampered portion is highlighted in the image.

4. Performance Analysis
4.1. Description of datasets

In the experimentation, the efficiency of the proposed approach is demonstrated by using six datasets, namely,
CASIA v1.0, GRIP, CASIA v2.0, IMD, COVERAGE, and Columbia. CASTA v1.0 comprises 800 authentic and
921 forged images. CASIA v2.0 is a larger dataset, which comprises 7491 authentic and 5123 forged images.
Both CASTA v1.0 and CASIA v2.0 comprise splicing and copy-move images [33]. Further, the Columbia dataset
consists of 183 authentic and 180 tampered images with image sizes ranging from 757 x 568 to 1152 x 768 pixels.
The GRIP dataset comprises 80 authentic and 80 tampered images of the same size, i.e., 768 x 1024. The image
manipulation dataset (IMD) is composed of 48 authentic and 48 forged images with an average resolution of
approximately 3000 x 2300. The COVERAGE dataset has 100 authentic and 100 forged images of average
resolution 400 x 486 [15, 17, 34, 35].

4.2. Performance metrics

The effectiveness of the proposed scheme is calculated using various performance metrics at image level, such
as detection accuracy (DA), recall (R) or true positive rate (I'PR), Fy score (Fy), F» score (Fy), precision
(P), true negative rate (TN R), and Mathews correlation coefficient (MCC'), informedness (Inf), markedness
(Mkd). DA is the proportion of summation of true positives and true negatives to the overall images used in
the experiment. Sensitivity (also called TPR or R) is the possibility of classifying a forged image as forged.
Specificity (also known as TN R) is the possibility of classifying an authentic image as authentic. Precision is
the possibility that detected image is truly forged. F; score merges both recall and precision in a single value.
F5 score is an average of recall and precision. Informedness states the possibility that a classifier is informed
about the condition and markedness enumerates the possibility that the condition is marked by the classifier.

Moreover, MCC' is the correlation coefficient between authentic and predicted classes for the classifier [7, 36].
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These parameters are represented by the following equations:

In+Tp
DA = 13
ITn+Tp+ Fy+ Fp (13)
Sensitivity = TPR = R — —F__ (14)
v=  Tp+Fn
Specificity = TNR In (15)
€Cl [1CT = = —_—
P Y Tn + Fp
Tp
p=—""°_ 16
P-R
F =2 1
'""°P+R (17)
P-R
Fy=5——"_ 1
2= P+ R (18)
Tp x Ty — Fp x F.
MCC = PXIN TP XIN (19)
V((Te + Fp)(Te + Fy)(Tw + Fp)(Tn + Fi))
Inf=TPR+TNR—1 (20)
Tp Tw
Mkd = ~1 21
TP+FP+TN+FN (21)

where Fp represents the images that are inaccurately identified as forged, Tp represents accurately detected
forged images, Ty represents accurately detected authentic images, and F)y represents mistakenly identified
authentic images.

4.3. Simulation results
As discussed, the tampering artifacts present in the forged image are highlighted by the LBP operator. Then,
DFrCT transforms the LBP image into the frequency domain for capturing the local frequency fluctuations
produced by these artifacts. The LBP operator is applied to the image. There are two parameters of LBP: M
is total pixels in the circular neighborhood, and N is its radius [22, 37]. In LBP, for 3 x 3 image blocks, each
central pixel (m,) is compared with its eight neighbors (m;,i = 0 : M — 1). If the value of neighbors have
lesser value than that of the central pixel, then it will hold binary digit ‘0’, and if other neighbors have value
equal to or more than that of the central pixel, then it will hold binary digit ‘1. For each given central pixel,
binary code is obtained by concatenating all these binary digits in a clockwise manner, which starts from the
one of its top-left neighbor. The central pixel value is replaced by the generated binary code and the LBP code
is decimal value of that binary code. The calculation of LBP code is given in Figure 5.

The extensive experiments have been performed on CASIA v1.0 database (dataset) with different LBP
parameters (M, N ). The various combinations of M and N i.e. (8, 1), (16, 2) and (24, 3) are considered in the

experimentation as shown in Figure 6 and it is observed that the best performance is attained by using M =8 and
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Figure 5. Calculation of LBP code

N =1. Also, it should be noted that the accuracy rate decreases with the increase in LBP parameters (M ,N).
The reason that higher values of LBP parameters do not give better performance is that when higher values
are chosen, small scale features which are highly discriminative are ignored and thus, performance accuracy
decreases. Moreover, the number of LBP codes becomes unmanageable since it increases exponentially with
M ; the number of LBP codes is 2M if (M ,N) is used. For example, when M =8, the value of LBP code
becomes 256. Furthermore, it is also confirmed from [3, 22, 37] that the best performance is achieved using (8,

1) LBP parameters. As a result, the next simulations are executed using same optimal values of LBP parameters

i.e. (8, 1) for other databases as well.

100
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Accuracy (%)

95
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(8, 1) (16, 2)

(

LBP Parameters (M, N)

24, 3)

Figure 6. The effect of LBP parameters (M ,N ) on the accuracy
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Moreover, the effect of fractional order values is calculated as it produces different DFrCT features. Figure
7 shows the performance of various parameters such as sensitivity, F; score, precision, accuracy, and F, score

with respect to fractional order

a”. Initially, the fractional order is varied from 0 to 1 in the steps of 0.1 as
shown in Figure 7 (A). It has been observed that the value of performance parameters is better for fractional
order between 0.9 and 1. Further, fractional order is varied from 0.9 to 1 in the steps of 0.01 as shown in Figure
7 (B). It has been noted that for CASTA v1.0 and CASTA v2.0 datasets, the proposed technique provides the
best results at fractional order a«=0.98. For Columbia, GRIP, COVERAGE, and IMD datasets, the best results

are obtained at fractional order «=0.97, 0.99, 0.94 and 0.96, respectively.
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Figure 7. Value of performance parameters for different fractional orders varying from (A) 0 to 1 and (B) 0.9 to 1 for
CASIA v1.0 (al-a2), CASIA v2.0 (b1-b2), Columbia (c1-c2), GRIP (d1-d2), IMD (el-e2), COVERAGE (f1-f2) datasets

Also, separation and aggregation of various color channels, i.e., Y, Cb, Cr, and YCbCr are evaluated.
Table 1 shows different performance parameters for all six datasets for different color channels. It is observed
that the values of performance parameters for Cr channel are greater as compared to Y, Cb, and YCbCr color
channels, indicating that the Cr channel performs the best for the proposed scheme. In contrast, the Y channel
performs worst in comparison to all the color channels (YCbCr, Cb, and Cr) in terms of various performance
parameters.

573



KAUR et al./Turk J Elec Eng & Comp Sci

Table 1. Performance parameters (%) for different color channels on various datasets

Datasets Color Accuracy | TPR | TNR | Precision | F} Fy MCC | Inf Mkd
Channel Score | Score
YCbCr | 99.42 99.49 | 99.37 | 98.99 99.24 | 99.39 | 98.77 | 98.87 | 98.68
CASIA Y 98.84 98.99 | 98.74 | 98.00 98.49 | 98.79 | 97.55 | 97.73 | 97.37
v1.0 Cb 99.22 98.99 | 99.37 | 98.99 98.99 | 98.99 | 98.36 | 98.36 | 98.36
Cr 99.67 99.56 | 99.74 | 99.56 99.56 | 99.56 | 99.30 | 99.30 | 99.30
YCbCr | 99.71 99.73 | 99.68 | 99.78 99.76 | 99.74 | 99.40 | 99.41 | 99.39
CASIA Y 99.55 99.60 | 99.48 | 99.64 99.62 | 99.61 | 99.07 | 99.08 | 99.06
v2.0 Cb 99.60 99.64 | 99.55 | 99.69 99.67 | 99.65 | 99.18 | 99.19 | 99.17
Cr 99.76 99.78 | 99.74 | 99.82 99.80 | 99.79 | 99.51 | 99.52 | 99.50
YCbCr | 97.25 96.43 | 98.11 | 98.18 97.30 | 96.77 | 94.51 | 94.54 | 94.58
Columbia Y 95.41 96.43 | 94.34 | 94.74 95.58 | 96.09 | 90.83 | 90.77 | 90.89
Cb 96.33 96.43 | 96.23 | 96.43 96.43 | 96.43 | 92.65 | 92.65 | 92.65
Cr 98.17 98.21 | 98.11 | 98.21 98.21 | 98.21 | 96.33 | 96.33 | 96.33
YCbCr | 96.55 100 93.33 | 93.33 96.55 | 98.59 | 93.33 | 93.33 | 93.33
IMD Y 89.66 92.86 | 86.67 | 86.67 89.66 | 91.55 | 79.52 | 79.52 | 79.52
Cb 93.10 100 86.67 | 87.50 93.33 | 97.22 | 87.08 | 86.67 | 87.50
Cr 98.81 100 97.14 | 98.00 98.99 | 99.59 | 97.57 | 97.14 | 98.00
YCbCr | 97.92 100 95.83 | 96.00 97.96 | 99.17 | 95.92 | 95.83 | 96.00
GRIP Y 93.75 95.83 | 91.67 | 92.00 93.88 | 95.04 | 87.58 | 87.50 | 87.65
Cb 95.83 100 91.67 | 92.31 96.00 | 98.36 | 91.99 | 91.67 | 92.31
Cr 99.23 100 98.44 | 98.51 99.25 | 99.70 | 98.47 | 98.44 | 98.51
YCbCr | 93.33 90.00 | 96.67 | 96.43 93.10 | 93.27 | 86.86 | 86.67 | 87.05
COVERAGE Y 90.00 83.33 | 96.67 | 96.15 89.29 | 85.62 | 80.72 | 80.00 | 81.45
Cb 91.67 86.67 | 96.67 | 96.30 91.23 | 88.44 | 83.75 | 83.33 | 84.18
Cr 95.00 96.67 | 93.33 | 93.55 95.08 | 96.03 | 90.05 | 90.00 | 90.10

4.4. Localization results
The uniqueness of the proposed algorithm is that localization of the tampered part is performed on both splicing
and CMF after identifying the presence of forgery in the image. To quantitatively evaluate the performance of
localization of the images, three pixel-level metrics are calculated for forged regions of a detected forged image
i.e. precision (P,), recall (R,) and Fy score (F},). These pixel-level metrics are beneficial for evaluating the
general localization performance of the algorithm [38]. At pixel-level, the precision is defined as the ratio of the
number of correctly detected forged pixels to the number of totally detected forged pixels and recall is defined
as the ratio of the number of correctly detected forged pixels to the number of forged pixels in the ground-truth
forged image.

P, =Q/MN (22)

R, = 0/, (23)

where, {2 is number of correctly detected forged pixels, €2y is total detected forged pixels, and {25 is number of

forged pixels in the ground-truth forged image. Fj,, merges both recall and precision in a single value as given
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The value of these metrics and detection results are given in Figure 8 and 9 for copy-move and spliced images,
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Figure 8. CMF detection results of the proposed method for GRIP, and IMD datasets: (a) authentic images, (b) forged
images, and (c) detection results, and (d) performance metrics of each localized copy-move image
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Figure 9. Splicing localization of the proposed method for CASIA v1.0 and CASIA v2.0 datasets: (a) authentic images,
(b) forged images, (c) detection results, and (d) performance metrics of each localized spliced image

4.5. Comparative analysis

To determine the efficacy of the proposed work, a comparative analysis is performed with the existing algorithms

[1, 3-8, 10, 21-23] as illustrated in Table 2. For CASIA v1.0, the proposed technique achieves 99.67% accuracy,
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99.56% TPR, 99.74% TNR, and 99.30% Inf, indicating that the technique is accurate for authentic and forged
image detection. Similarly, the proposed scheme outperforms the existing schemes for CASIA v2.0 with 99.76%
accuracy, 99.78% TPR, and 99.52% Inf. However, the TNR value of the proposed algorithm is slightly lower
than that of the algorithm proposed by El-Alfy [7]. Moreover, the accuracy rate of the proposed scheme is
higher in comparison to Lamba [10] for CASTA v1.0 and CASIA v2.0 datasets. Also, the proposed scheme has
less computational time in comparison to Lamba [10] as given in Section 4.7. Furthermore, the experimental
results for the Columbia dataset achieved an accuracy of 98.17%, TPR of 98.21%, TNR of 98.11% and Inf of
96.33%. It is observed from Table 2 that the proposed work achieves better results than the existing techniques.

Table 2. Comparison results with existing methods on CASIA v1.0, Columbia and CASTA v2.0 datasets.

Datasets Techniques Accuracy(%) | TPR(%) | TNR(%) | Inf(%)
He [4] 94.29 — — —
Muhammad [23] 94.89 95.15 93.91 89.06
Zhang [5] 96.69 98.05 95.31 93.36
CASIA v1.0 | Alahmadi [3] 97.50 96.75 98.24 94.99
Sheng [8] 98.77 — — —
Lamba [10] 99.65 — — —
Prakash [1] 99.45 99.37 99.50 98.87
Proposed method | 99.67 99.56 99.74 99.30
He [4] 80.76 — — —
Muhammad [23] 97.33 98.50 96.53 95.03
Alahmadi [3] 97.50 98.31 96.88 96.88
CASIA v2.0 | El-Alfy [7] 99.73 99.70 99.76 99.46
Sheng [8] 97.59 — — —
Lamba [10] 99.01 — — —
Prakash [1] 96.68 95.77 97.52 93.29
Proposed method | 99.76 99.78 99.74 99.52
Zhang [21] 91.38 — — —
Alahmadi [22] 96.60 — — —
Columbia Muhammad [23] 96.39 — — —
Agarwal [6] 93.81 — — —
Alahmadi [3] 97.77 — — —
Proposed method | 98.17 98.21 98.11 96.33

“—" indicates not calculated by the author

Further, Figure 10 shows the comparison of receiver operating characteristics (ROC) curves for CASTA
v1.0, Columbia, and CASIA v2.0 datasets. The ROC curves for the datasets are zoomed for better visualiza-
tion. The ROC curve visualizes the classifier’s performance. Similarly, it is used to define the advancement of
TPR and the false positive rate (FPR). TPR represents the number of tampered images that are accurately
categorized as tampered. Similarly, FPR signifies tampered images that are mistakenly categorized as authen-
tic. It is observed that the ROC curve of the proposed algorithm is closer to the upper left corner, which depicts

that it attains a better accuracy rate in comparison to the existing schemes.
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Figure 10. Comparison of ROC curves for (a) CASIA v1.0, (b) CASIA v2.0, and (c¢) Columbia datasets

Further, Table 3 depicts the comparative analysis of the proposed algorithm with other algorithms [9, 11—
20] on GRIP, COVERAGE, and IMD datasets. For the IMD dataset, the sensitivity of 100%, precision of 98%,
Fy score of 98.99%, and 99.59% F5 score are achieved. For the COVERAGE dataset, the proposed scheme
attains a sensitivity of 96.67%, the precision of 93.55%, F} score of 95.08%, and 96.03% Fy score. Furthermore,
the GRIP dataset achieves 100% sensitivity, 98.51% precision, 99.25% F; score, and 99.70% F5 score. Thus,
the results reveal that the proposed method outperforms other existing methods. However, the proposed scheme
achieves a slightly lower value of Fj score than Li [14] on the GRIP dataset. This is because the technique in
[14] has solved matching problem over a huge number of keypoints, but at the cost of large computational load.
Also, Li [14] only deals with CMF, however, the proposed technique deals with the detection and localization
of two types of forgeries i.e. CMF and splicing.

4.6. Detection results under rotation attack

Also, the robustness of the proposed scheme has been computed against geometrical attack i.e. rotation attack.
In this case, fake images are created by using 48 images of the IMD dataset and the copied regions are attacked

by rotation attack. The copied regions are rotated with the rotation angle of 2° to 10°. In this case, a
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Table 3. Comparison with existing methods on IMD, GRIP and COVERAGE datasets

Datasets Techniques Sensitivity (%) | Precision(%) | Fi Score (%) | F> Score (%)
Pan [11] 79.17 88.37 83.52 80.92
Amerini [15] 79.20 88.40 83.54 80.88
IMD Emam [19] 87.50 92.70 90.02 88.49
Yang [12] 78.61 90.27 84.04 80.69
Sun [9] 83.33 90.91 86.96 84.74
Li [14] 100 — 98.97 —
Prakash [13] 87.80 92.30 89.98 88.65
Proposed method | 100 98.00 98.99 99.59
Amerini [15] 70.00 77.56 73.68 71.39
Christlein [16] 100 74.76 85.56 93.67
GRID Li [17] 83.75 70.52 76.57 80.72
Cozzolino [18] 98.75 91.85 95.18 97.28
Li [14] 100 — 100 —
Zandi [20] 100 74.76 85.56 93.67
Proposed method | 100 98.51 99.25 99.70
Amerini [15] 85.71 40.43 54.95 70.02
CovERAGE | Christlein [16] 46.15 75.00 57.14 49.99
Li [14] 80.22 — 72.28 —
Cozzolino [18] 59.34 61.97 65.45 67.72
Proposed method | 96.67 93.55 95.08 96.03

“—” indicates not calculated by the author

test is performed on a total of 48 x 5=240 images. Figure 11 shows the graphical illustration of the detection
results under rotation attack for precision, recall, F} score, and F5 score. In this figure, the rotation degree is
represented along the x-axis. It is observed from the graphs, that the value of performance parameters of the

proposed scheme is much better in comparison to other techniques.

4.7. Computational load

In this section, computational load has been calculated and compared with existing methods. Computational
load is the time taken by the algorithm to execute images. Likewise, the large feature vector length possesses
high probability of increasing the computational load. Lamba [10] has compared block sizes 4 x 4, 8 X 8, 16 x 16
and achieved better accuracy with block size of 16 x 16 with feature vector length 14 on CASIA dataset. Our
proposed technique use five features (almost one-third of [10]), and reduced the computation time approximate
6-7 times as given in Table 4. However, limitation of proposed technique is that block size is not considered as
DFrCT gives blocking artifacts in comparison to DErWT used by [10]. Table 5 shows the average computational
time comparison of proposed method and Li [14] on IMD, GRIP and COVERAGE datasets. It has been observed

that the proposed method is computationally more efficient.
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Figure 11. Detection results under rotation attack for (a) precision (b) recall (¢) Fi score and (d) F» score

Table 4. Comparison of computational load on CASIA v1.0 dataset

Techniques Computational time(sec) Feature length | Block size
Lamba [10] 140-150 sec depending on image size 14 16 x16

Proposed method | 7-20 sec depending on image size | 5 —

Table 5. Comparison of average computational load(sec) on IMD, GRIP and COVERAGE datasets

Techniques IMD | GRIP | COVERAGE
Li [14] 86.6 13.9 2.3
Proposed method | 33.2 | 9.4 1.9

5. Conclusion

This study proposed an image tampering detection algorithm that can detect both copy-move and splicing
forgery together. At the outset, an input image is converted into the YCbCr color channel. Then, for each
image, the local binary pattern is calculated and transformed in the frequency domain using DFrCT to capture

the local frequency distributions. Further, five features i.e. mean, variance, standard deviation, skewness and
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kurtosis have been extracted from DFrCT coefficients to produce a feature vector. Subsequently, the system
is trained with original and tampered images after attaining the feature vector. Then, SVM is applied to
categorize the images. After identification of spliced and copy-move images, localization is performed to detect
the tampered part in the image. Adaptive over-segmentation and ORB are used to locate the forged region
in copy-move images. The Prewitt edge operator is applied to locate the tampered region in spliced images.
The simulation results reveal that the Cr channel extricates the features in the proposed algorithm; as it
performs better than other color channels and preserves most of the tampering artifacts. The proposed scheme
is intensively evaluated on six standard datasets, namely, CASTA v1.0, GRIP, CASIA v2.0, IMD, COVERAGE
and Columbia and accuracy rates of 99.67%, 99.23%, 99.76%, 98.81%, 95%, and 98.17%, respectively, are
achieved. Furthermore, the proposed algorithm outperforms the existing schemes with regard to different
performance parameters. Also, the simulation results show that the proposed scheme can detect tampering
areas even in the presence of rotation attack. In future, other types of geometrical attacks like scaling, JPEG

compression, etc., can be performed to validate the robustness of the proposed scheme.
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