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Abstract: Clustering ensemble selection has shown high efficiency in the improvement of the quality of clustering
solutions. This technique comprises two important metrics: diversity and quality. It has been empirically proved
that ensembles of higher effectiveness can be achieved through taking into consideration the diversity and quality
simultaneously. However, the relationships between these two metrics in base clusterings have remained uncertain. This
paper suggests a new hierarchical selection algorithm using a diversity/quality measure based on the Jaccard similarity
measure. In the proposed algorithm, the selection of the subsets of the clustering partitions is done based on their diversity
measures. The proposed diversity measure (in two types of pair-wise diversity and hybrid diversity) is applied to the
proposed algorithm. Hypergraph-partitioning algorithm (HGPA), cluster-based similarity partition algorithm (CSPA),
and meta-clustering algorithm (MCLA) were used to obtain the consensus solution and cluster ensemble selection results
with a hierarchical method. The experimental results on 14 datasets showed that selecting a subset of base clusterings
using the proposed algorithm led to more accurate results compared to those of the full ensemble. The effectiveness and
robustness of the proposed algorithm were demonstrated in comparison with the full ensemble. The comparative results
showed that the proposed method by new diversity measure outperformed the full ensemble.
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1. Introduction
Data clustering or unsupervised learning is a fundamental conceptual principle in data mining. Data clustering
is also recognized in the literature as cluster analysis, whose main objective is to partition a set of unlabeled
objects into a number of homogeneous groups or clusters [1, 2]. With the rapid advancement of clustering
technology, cluster analysis plays an important role in a variety of areas, including pattern recognition, social
network analysis, document clustering, bioinformatics, and image segmentation, etc [3, 4]. It is difficult to find a
clustering algorithm that can be applied to all data sets and to mark out an appropriate algorithm for a certain
dataset. Therefore, different clustering algorithms have been proposed and improved in the literature [5]. To
solve this problem, authors have suggested the concept of clustering ensemble [6, 7].

The clustering ensemble (CE) aggregates several clustering results for the aim of obtaining final clusters
and attempts to enhance the accuracy and efficiency of clustering results. Generally, the clustering ensemble
involves two steps. The first step is about creating a diverse set of base clusterings, which should be different
from each other because a high level of diversity between the base clusterings can potentially help to improve
the performance of the ensemble solution [8, 9]. The second step is the use of a consensus function that is
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an algorithm that integrates all the clusterings obtained at the first step to achieve final clusters [10, 11].
Traditionally, all of the base clusterings are combined together by a consensus function. Although objects in
the clustering problem are unlabeled, some results may be unreliable within an extensive clusterings library.
Therefore, it cannot be expected that all achieved clustering results be beneficial to the final solution of consensus
clustering [12, 13].

Recently, it has been proved that, with the use of a subset of clustering members, better clustering results
can be achieved [14]. This approach is named clustering ensemble selection (CES). The selection strategy aims
to select better clusterings from among base clusterings. The main idea of cluster ensemble selection is selecting
a diverse subset of base clusterings for the formation of a smaller-sized cluster ensemble performing better
than the set of all available ensemble members [12]. Figure 1 demonstrates the clustering ensemble selection
evolution.
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Figure 1. Clustering ensemble selection evolution.

Diversity and quality have been identified as two factors of high importance, which need to be considered
to select the basic clustering and affect ensemble performance. Diversity is critical to the success of ensemble
clustering, and base clusterings of high quality affect positively the final solution performance. [15] showed
that the use of both diversity and quality in CES results in the enhancement of the final results in comparison
with full ensembles. The relationship between diversity and quality is uncertain. To enhance the quality of the
ensemble, diversity is increased by removing the redundant base partitions [16].

The present study attempts to propose a novel diversity criterion applicable to CES. Initially, in this
method, a pair-wise (or hybrid) diversity matrix comprising all accessible ensemble members is created. Then,
a hierarchical clustering algorithm based on the single-link method is applied using a diversity matrix. A subset
of clustering members is selected based on the quality measure. Finally, a consensus function is used to obtain
the consensus solution. In the following, the most important contributions of the present research are presented:

(i) Proposing a diversity/quality measure.
(ii) Applying hierarchical cluster ensemble selection on the basis of the diversity criterion.

The remaining parts of this paper are presented as follows. An overview of related work is discussed in
Section 2. Section 3 presents different diversity and quality criteria. Section 4 introduces the method proposed
in this paper. Section 5 explains the experiments and the obtained results. Finally, the paper is concluded in
section 6.

2. Related Work
In general, the objective of clustering ensemble approaches is the improvement of the robustness and quality
of clustering results. Many approaches exist in the literature aiming to offer effective solutions to clustering
ensemble problems [17, 18]. Ensemble clustering comprises two stages: diversity (the creation of multiple
clusterings) and consensus function (the aggregation of multiple clusterings). Most of the previously proposed
methods have used all base clusterings for the final clustering; however, a number of scholars in recent years, have
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developed the diversity selection to enhance the ensemble performance. Cluster ensemble selection approaches
have been presented to enhance the way the ensemble performs [19, 20]. The main problem in the clustering
ensemble selection is how to evaluate each cluster. The literature consists of different quality and diversity
measures implemented to ensemble members [21, 22]. The basis of these measures is the match index between
the two partitions. Normalized mutual information (NMI) [6] and adjusted Rand index (ARI) [23] are two
diversity measures that have been employed by many researchers. These measures are also used to measure the
quality between two partitions. For example, Zhong and Ghosh [24] applied the NMI to evaluating clusters,
while Kandylas et al. [25] applied it to community knowledge analysis. In another study, Hadjitodorov et al. [14]
used the ARI diversity measure to select ensemble members. Lu et al. [21] suggested a diversity criterion based
on covariance. Alizadeh et al. [26] proposed a CES method in which clusters were selected based on diversity
and quality measures.

Hadjitodorov et al. [14] formed a large number of base clusterings. Then, the ensemble members with
the median diversity were selected for the purpose of generating the final solution. Moreover,Fern and Lin [15]
examined a variety of heuristics for choosing subsets of ensemble members. They designed a number of methods
for ensemble selection on the basis of quality and diversity and used the NMI measure to select clusterings. Their
method, first, clusters all base clusterings using a spectral clustering algorithm; afterward, it selects a single
solution from each of the available clusters in order to build the final ensemble. Azimi and Fern [12] proposed
an adaptive clustering ensemble method that selected a subset of clusterings adaptively. They used the NMI
criterion to evaluate all base clusterings and divided them into stable and non-stable members. Jia et al. [27]
developed a clustering ensemble method, namely selective spectral clustering ensemble (SELSCE), based on the
bagging technique. They generalized the algorithm proposed in [12] and used multiple approaches to produce
the components of the ensemble system. Hong et al. [13] suggested a CES method based on the resampling
method. Parvin et al. [19] proposed a method for clustering the available data using weighted features. In
this method, the data variance through every feature is calculated. Then, the feature whose variance is higher
participates in combination. Naldi et al. [22] presented various relative cluster validity indexes on the basis of
quality and diversity for the purpose of clustering selection. In addition, they studied how diversity affects the
partitions employed in the ensemble.

Alizadeh et al. [2, 26] suggested the selection of a subset of clusters to form final clustering instead of
selecting a subset of base clusterings. Akbari et al. [28] introduced the hierarchical cluster ensemble selection
(HCES) method. The HCES method finds the subset of cluster members on the basis of diversity and quality.
In HCES, all available clusterings are clustered in a hierarchical way. Yousefnezhad et al. [29] suggested a new
strategy for applying graph-based modeling to evaluate the independence of the basic clustering algorithm when
selecting the cluster ensemble. Independence can be assessed well with the use of a novel modeling language,
called clustering algorithms independence language (CAIL), whereas the assessment of diversity can be done
using the APMM criterion that is presented in [2]. Yang et al. [30] developed a unified framework for the
aim of solving the constraint-based clustering ensemble selection problem. They simultaneously considered the
quality and diversity under the prior background information. The experimental results demonstrated that their
method (AQD2) performed best because of its promising quality and consistency with a satisfactory diversity.
Shi et al. [31] proposed the transfer cluster ensemble selection (TCES) algorithm for an adaptive selection of
clustering members on the basis of the relationships between quality and diversity. Additionally, they introduced
a transfer CE framework (TCE-TCES) on the basis of TCES for the aim of achieving more acceptable clustering
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results. The results of their experiments confirmed TCE-TCES as a successful model in finding a better trade-off
between quality and diversity, and also it was found capable of obtaining more desirable clustering results.

Wang and Liu [32] proposed a selective clustering ensemble approach. In this algorithm, partitions are
selected by hybrid multi-modal metrics. The results of the experiments conducted in their study indicated
that their algorithm is capable of selecting partitions concerning both diversity and quality and also getting
robust clustering results. Li et al. [33] proposed a selective clustering ensemble framework that takes into
account the difference between the demand in the ensemble selection stage and the demand in the ensemble
integration stage. Moreover, they introduced an innovative measure, called SME, and confirmed that due
to some certain properties, SME has the required capacity for measuring the quality of each cluster in the
ensemble. Abbasi et al. [34] developed a method applicable to the selection of a subset of clusters with higher
effectiveness. They suggested a criterion based on NMI, called edited NMI (ENMI), for cluster evaluation, and
experimentally showed that, in general, the ENMI criterion was slightly more successful than MAX and NMI
criteria. Additionally, they proposed a method capable of building the co-association matrix, namely, extended
evidence accumulation clustering (EEAC). Their experimental results demonstrated that the most effective
option for consensus function is EEAC with the average-linkage algorithm. Liang et al. [35] proposed two
decision-making methods based on information entropy to select clusterings. They showed that both methods
can improve ensemble clustering methods.

However, there is still a challenge to find the relationship between diversity and quality and their influence
on the ensemble performance. Some consensus functions, e.g., cluster-based similarity partition algorithm
(CSPA) and meta-clustering algorithm (MCLA), have more accurate ensemble solutions, while base clusterings
have moderate diversity. Though, some functions such as hypergraph-partitioning algorithm (HGPA) require
more diverse base clusterings [28]. Accordingly, the present paper suggested a new hierarchical selection
algorithm using a diversity/quality measure.

3. Diversity and quality measures
The literature consists of different diversity measures; the majority of them are based on matching the labels
obtained from two partitions. Two partitions are assumed diverse if their labels are not matched completely.
NMI and ARI are two diversity criteria commonly used in the literature; among these two, NMI is used in our
experiments.

Suppose that X = {x1, x2, . . . , xn} is a set of n data points. In clustering ensemble problem, several
clusterings are created. Assume that H = {h1, h2, . . . , hL} is a set of L clusterings. A clustering hi of X

is ki groups of data points as hi = {ci1, ci2, . . . , ciki
} , where cip is a cluster of clustering hi , i = 1, 2, . . . , L ;

p = 1, 2, . . . , ki and ki is the number of clusters in clustering hi . Diversity measure can be defined based on
quality measure as follows:

d(hi, hj) = 1− δ(hi, hj) (1)

where d(hi, hj) stands for diversity between hi and hj , and δ is a quality criteria such as ARI or NMI in which
the value of δ is between 0 and 1. Suppose that h∗ is the result of a consensus function.

h∗ = Φ(H, k) (2)

where Φ is a consensus function on the basis of a quality measure, and k stands for the number of clusters. h∗ is

2218



KHALILI et al./Turk J Elec Eng & Comp Sci

a clustering that has maximal average mutual information with all individual labelings hi [6] and is formalized
as:

h∗ = argmax
ĥ

r∑
i=1

NMI(ĥ, hi) (3)

where ĥ goes through all possible clusterings. Based on h∗ , diversity between h∗ and hi is defined as:

d(h∗, hi) = 1− δ(h∗, hi) (4)

We can divide diversity measures into pair-wise, non-pair-wise, and hybrid. The first item is calculated
using base clusterings. Non-pair-wise diversity is calculated based on h∗ , which is obtained by a consensus
function, e.g., CSPA, HGPA, or MCLA (Eq. 2). Hybrid diversity is a combination of pair-wise diversity and
non-pair-wise diversity. On the other hand, hybrid diversity is a combination of h∗ and base clusterings.

3.1. Pair-wise diversity

Pair-wise diversity is a type of internal diversity. Each clustering in pair-wise diversity is selected as a reference
class label, and other clusterings are compared with the reference label. Pair-wise diversity for each hi is defined
by Eq. (5),

dp(hi) =
1

L− 1

L∑
j=1,j ̸=i

d(hi, hj) (5)

and pairwise diversity of H is defined by Eq. (6),

Dp(H) =
1

L

L∑
i=1

dp(hi) (6)

where Dp(H) is the average of pair-wise diversity, and H is a set of L clusterings.

3.2. Non-pair-wise diversity

Non-pair-wise diversity is another type of internal diversity in which, for each clustering, hi is calculated by
Eq. (7). Non-pair-wise diversity is diversity between hi and h∗ ,

dnp(hi) = d(h∗, hi) (7)

where h∗ is obtained by a consensus function (Eq. 2). Non-pair-wise diversity of H is obtained using Eq. (8).

Dnp(H) =
1

L

L∑
i=1

dnp(hi) (8)

where H is a set of L clusterings, and Dnp(H) is the average of non-pair-wise diversity.
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3.3. Hybrid diversity

Hybrid diversity measure is applied to the computation of the distance between diversity of hi and hj . Hybrid
diversity is a combination of pair-wise diversity and non-pair-wise diversity. Hybrid diversity measure between
hi and hj is calculated using Eq. (9).

Hd(hi, hj) = |dnp(hi)− dnp(hj)| (9)

Hybrid diversity for each hi is defined by Eq. (10),

Hd(hi) =
1

L− 1

L−1∑
j=1,j ̸=i

Hd(hi, hj) (10)

where Hd(hi, hj) is obtained by Eq. (9). The average of hybrid diversity is calculated with the use of Eq. (11).

Hd(H) =
1

L

L∑
i=1

Hd(hi) (11)

4. Proposed method

In the present article, a novel criterion is suggested on the basis of the Jaccard measure, which is called extended
Jaccard (EJ). This measure is calculated by Eq. (12).

EJ(ha, hb) =
1

2

 1

ka

ka∑
i=1

max
{
Jaccard(cai , c

b
j)
}kb

j=1
+

1

kb

kb∑
j=1

max
{
Jaccard(cai , c

b
j)
}ka

i=1

 (12)

Jaccard(a, b) =
a.b

||a||2 + ||b||2 − a.b
(13)

In Eq. (12), ha and hb are two clusterings of H and ha = {ca1 , ca2 , . . . , caka
} , hb = {cb1, cb2, . . . , cbkb

} , ka and kb

are the numbers of clusters in clusterings ha and hb , respectively. The Jaccard measure is generally known as a
similarity measure that is defined between two clusters and is calculated by Eq. (13). The value of the Jaccard
similarity measure is between 0 and 1. When two clusters are completely mismatched, the value of Jaccard is
0, while the value of 1 shows that two clusters are matched completely.

As an example, let X = {x1, x2, x3, x4, x5, x6} . Two clusterings are presented on dataset X by set
representation, which are h1 = {{x1, x2}, {x3, x4}, {x5, x6}} , h2 = {{x1, x2, x3}, {x4, x5, x6}} . Clustering h1

contains three clusters: C1
1 = {x1, x2} , C1

2 = {x3, x4} and C1
3 = {x5, x6} ; whereas clustering h2 contains two

clusters: C2
1 = {x1, x2, x3} and C2

2 = {x4, x5, x6} . The values of the Jaccard similarity measure between clusters
of h1 and h2 are shown in Table 1. The quality between clusterings h1 and h2 are: NMI(h1, h2) = 0.5158 ,
ARI(h1, h2) = 0.2424 , EJ(h1, h2) = 0.5972 . The value of EJ measure is between 0 and 1 similar to NMI. If
two clusterings are the same, e.g., h1 = {{x1, x2}, {x3, x4}, {x5, x6}} and h2 = {{x3, x4}, {x5, x6}, {x1, x2}} ;
then the quality between these clusterings are: NMI(h1, h2) = 1.0, ARI(h1, h2) = 1.0, EJ(h1, h2) = 1.0 .
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Table 1. The values of Jaccard measure between clusters of h1 and h2 .

C2
1 C2

2

C1
1

2/3 0
C1

2
1/4 1/4

C1
3 0 2/3

Algorithm 1 : Hierarchical Algorithm with Single Link
1. Calculate the distance from each cluster to all other clusters. Note that at first, each cluster includes
the primary points.
2. Identify a pair of clusters, (r, s) , with the shortest distance.
3. Merge clusters r and s and recompute the distances between clusters.
4. Repeat Step 2 and 3 until all clusters are merged in one cluster.

The proposed algorithm selects a subset of base clusterings with more diversity considering pair-wise
diversity and hybrid diversity, in which δ is EJ. These two diversity measures were used in our experiments,
and their effects on the quality of final clustering were compared with those of the full ensemble. Initially,
all clusterings H = {h1, h2, . . . , hL} are clustered into k clusters as Π = {C1, C2, . . . , Ck} , where Ci =

{hci
1 , hci

2 , . . . , hci
ri} , i = 1, 2, . . . , k ,

∑k
i=1 ri = L , ri stands for the number of clusterings of cluster Ci , and

L is the number of base clusterings. Akbari et al. [28] employed the hierarchical clustering algorithm using
single-link, complete link, and average-link methods. They showed that the single-link outperformed the others.
Therefore, we use the single-link method for the purpose of this study. Algorithm 1 shows the single-link
procedure [36]. At each step, a diversity matrix based on M0 is calculated and used by the single link method
(Eq. 14).

M0 =


m11 m12 . . . m1s

m21 m22 . . . m2s

...
...

...
ms1 ms2 . . . mss

 (14)

where mij is the value of pair-wise diversity and hybrid diversity, which is calculated using Eq. (15) and Eq. (16),
respectively.

mij =

{
0 if i = j,

1− EJ(hi, hj) if i ̸= j.
(15)

mij =

{
0 if i = j,

EJ(h∗, hi)− EJ(h∗, hj) if i ̸= j.
(16)

where h∗ is obtained by a consensus function (Eq. 2). At the first level, all clusters (L clusters) are combined
by a consensus function, e.g., CSPA, HGPA, or MCLA, and h∗ is obtained. At the second level, the matrix
M1 is constructed and the hierarchical algorithm with the single-link method is used to build new clusters. At
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this level, the number of clusters is L− 1 . This procedure continues the L− 1 step until two clusters remain.
At each step of the single-link algorithm, the number of clusters is shown in Fig. 2.

Algorithm 2 : Proposed Algorithm
1. Generating ensemble members.
2. Applying a consensus function to obtain consensus solution h∗ .
3. Constructing pair-wise (or hybrid) diversity matrix based on Eq. (15) or Eq. (16).
4. Applying the single-link algorithm using diversity matrix.
5. Selecting one clustering, h∗

i , with the highest NMI value from each group.
6. Applying a consensus function on the selected subset {h∗

1, h
∗
2, . . . , h

∗
k} and produce h∗

c .
7. Selecting the best solution based on ensemble qualities.

(1) → 

(2) → 

         ⋮ 

( − 1) → 1
−1   2

−1
 

1
2       2

2      …     −2
2

 

1
1       2

1            …        −1
1

 

           ⋮ 

Figure 2. Number of clusters at each step of the proposed algorithm.

At each step, a diversity matrix, Ms , where s = 1, 2, . . . , L − 1 , which is based on M0 , is used. The
diversity matrix M1 is produced based on C1

1 , C
1
2 , . . . , C

1
L−1 , while the diversity matrix M2 is produced based

on C2
1 , C

2
2 , . . . , C

2
L−2 , and finally, the diversity matrix ML−1 is produced based on CL−1

1 , CL−1
2 . Each Ci

j is a

cluster of clusterings and contains some clusterings like hi
1, h

i
2, . . . , h

i
ri . In each cluster, one sample (clustering)

is selected using Eq. (17), which is of high quality. As a result, at each level, we have some selected members
like h∗

1, h
∗
2, . . . , h

∗
k ; this is the cluster ensemble selection phase of the proposed method.

h∗
i = argmax

 1

ri − 1

ri∑
j=1,j ̸=l

NMI(hci
l , hci

j )


ri

l=1

, i = 1, . . . , k (17)

At step k , where there are k clusters of clusterings in which Π = {C1, C2, . . . , Ck} , where, C1 = {hc1
1 , hc1

2 , . . . , hc1
r1} ,

C2 = {hc2
1 , hc2

2 , . . . , hc2
r2} , and, Ck = {hck

1 , hck
2 , . . . , hck

rk
} , k members, h∗

1, h
∗
2, . . . , h

∗
k are selected using Eq. (17);

each member is chosen from a different cluster. Then, a consensus function is used to combine these selected
members and create h∗

c . Afterward, h∗
c and h∗ are compared to each other. Figure 3 shows the proposed

method at step k , and Algorithm 2 is a pseudo code of the proposed algorithm.
Algorithm 2 begins by generating initial clusterings (line 1) and then applying a consensus function, e.g.,

CSPA, HGPA, or MCLA, and obtains a consensus solution (line 2). Then, a diversity matrix is calculated using
Eq. (15) or Eq. (16) (line 3). The algorithm continues by applying the single-link algorithm (line 4). Next, in
each cluster, one sample is selected using Eq. (17) (line 5). Finally, the selected samples are combined with a
consensus function (line 6).
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Figure 3. Main stages of the proposed algorithm at step k .

5. Experimental results

This section evaluates the way the proposed algorithm performs its tasks defined and the proposed criterion
through applying them to real and artificial datasets. The quality of the clustering results was assessed using
the NMI and EJ criteria. Note that if the values of NMI and EJ criteria are 0, two clusterings are completely
different, while they are similar if the values are 1. Thus, the performance of the proposed method using the
NMI and EJ criteria was compared with that of the full ensemble. Three graph-based consensus functions, i.e.,
CSPA, HGPA, and MCLA, were employed in the experiments to find the final solution. This study makes use
of the NMI criterion for the aim of evaluating the final solution.

5.1. Datasets
The performance of the method proposed in this paper was evaluated over eleven standard datasets and three
artificial datasets. The datasets considered in this study are presented in Table 2 where n is the number of
instances, d denotes the number of attributes of a dataset, and k stands for the number of classes in a dataset.
The samples of these datasets range between 47 and 6435. The attribute number of these data ranges from 2
to 36. The cluster numbers of these data are between 2 and 10.

5.2. Generating ensemble members

Since in the literature, k-means has been reported as one of the best options to generate base clusterings, in
the present paper, the k-means algorithm was used with different k values and initializations for the purpose
of producing ensemble members (base clusterings). In our experiments, different k , and for each k , different
runs of the k-means algorithm were chosen to produce diversity. The k-means algorithm generates M ensemble
members, in which M = r ∗ s where k-means is run r times for various k , and for each k , it is run s times.

k =

{
[
√
n− r :

√
n] if

√
n > r,

[
√
n
2 :

√
n
2 + r] if

√
n ≤ r.

(18)

Finally, a set of M base clusterings is generated. In the literature, the value of k is considered in the range of
[2,

√
n] for generating base clusterings [18, 22]. This paper suggested that the value of k can be determined by

Eq. (18).
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Table 2. Datasets used in experiments.

No. Dataset n d k

1 Jain 373 2 2
2 Path bass 300 2 2
3 Aggregation 788 2 7
4 Soybean(small) 47 16 4
5 Breast-tissue 106 9 6
6 Iris 150 4 3
7 Wine 178 13 3
8 Seeds 210 7 3
9 Glass 214 10 7
10 Ecoli 336 7 8
11 Breast-cancer 699 9 2
12 Yeast 1484 8 10
13 Segmentation 2310 19 7
14 Satimage 6435 36 7

The suggested method generated more diverse partitions. The k-means generated 100 primary partitions.
In the first method, the value of k was in the range of [2,

√
n] , and, in the second method, the value of k was

chosen based on Eq. (18). For example, to generate M = 100 base clusterings for the Iris dataset, while the
size of this dataset was n = 150 and

√
150 ≈ 12 , in the first method, the value of k was chosen from 2 to 12,

and, in the second method, the values of r and s were set to 20 and 5. Since
√
n ≤ r , the value of k was

selected from the values ranging between 6 and 26.
Three consensus functions (i.e., CSPA, MCLA, and HGPA) were used to obtain a consensus solution.

Since the labeling for datasets was available, the NMI criterion was calculated for the evaluation of the final
solution. Tables 3 and 4 show the quality and diversity of the results obtained by consensus functions. In
Table 4, the qualities and diversities of base clusterings are better than the qualities and diversities shown in
table 3. For the soybean (small), breast-tissue, iris, seeds, breast-cancer, yeast, segmentation, and Satimage
datasets, the proposed method achieved higher quality in all of the three consensus functions. For the Iris, glass,
and Ecoli datasets, the proposed method achieved higher quality in the CSPA and HGPA algorithms, whereas it
achieved lower quality in the MCLA algorithm. In all datasets, the proposed method achieved higher diversity
in both pair-wise and hybrid diversities. As a result, when we changed the value of k using Eq. (18), base
clusterings with better diversity were generated. Furthermore, the second method generated better diversity
than the first method. According to Tables 3 and 4, the impact of quality and diversity on consensus functions
can be obtained. A higher diversity of base clusterings leads to a higher quality of the consensus solution, if
there is the quality between base clusterings.

5.3. Test results based on diversity

In this section, different diversity measures were investigated through varying the ensemble size from 10 to 100.
For each ensemble size, the proposed method was run ten times. Then, the average value was calculated as
the final result. Figures 4, 5, and 6 compare the final solution diversity based on different diversity measures.
The diversity measure of [1−NMI(hi, hj)] was shown with d1− diversity , [1− EJ(hi, hj)] was shown with
d2− diversity , [NMI(h∗, hi)−NMI(h∗, hj)] was shown with d3− diversity , and [EJ(h∗, hi)− EJ(h∗, hj)]
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Table 3. Clustering quality and diversity for different k ∈ [2,
√
n] .

Dataset CSPA MCLA HGPA Pair-wise diversity Hybrid diversity
Soybean(small) 0.737 0.846 0.646 0.204 0.094
Breast-tissue 0.302 0.354 0.306 0.216 0.142
Iris 0.845 0.865 0.857 0.299 0.080
Wine 0.389 0.394 0.397 0.250 0.068
Seeds 0.676 0.688 0.668 0.288 0.066
Glass 0.354 0.381 0.309 0.287 0.056
Ecoli 0.507 0.591 0.488 0.280 0.040
Breast-cancer 0.466 0.753 0.471 0.282 0.034
Yeast 0.213 0.239 0.184 0.309 0.024
Segmentation 0.476 0.540 0.325 0.164 0.011
Satimage 0.462 0.472 0.327 0.185 0.047

Table 4. Clustering quality and diversity for different k using proposed method.

Dataset CSPA MCLA HGPA Pair-wise diversity Hybrid diversity
Soybean(small) 0.754 0.862 0.679 0.288 0.185
Breast-tissue 0.315 0.368 0.338 0.431 0.285
Iris 0.919 0.919 0.901 0.305 0.103
Wine 0.346 0.395 0.425 0.302 0.079
Seeds 0.684 0.695 0.702 0.343 0.083
Glass 0.367 0.345 0.321 0.366 0.118
Ecoli 0.513 0.587 0.500 0.346 0.083
Breast-cancer 0.485 0.812 0.485 0.360 0.062
Yeast 0.227 0.243 0.199 0.432 0.063
Segmentation 0.488 0.549 0.334 0.335 0.068
Satimage 0.551 0.524 0.473 0.294 0.063

was shown with d4 − diversity . d1 − diversity and d2 − diversity are pair-wise diversities and need to be
compared with each other. d3− diversity and d4− diversity are hybrid diversities and need to be compared
with each other, too. For all datasets, the proposed method, which was based on d2 diversity measure, obtained
clusters with more diversity compared to the clusters obtained based on d1 diversity measure (Figs.(4), (5) and
(6)). Additionally, the proposed method based on the d4 diversity measure obtained more diverse clusters than
the obtained clusters using the d3 diversity measure.

Typically, the hybrid diversity value is lower than the pair-wise and non-pair-wise diversity values [28].
This distance is based on a reference h∗ ; therefore, this is exactly the distance between two clusterings. The
pair-wise diversity value and hybrid diversity value, based on EJ criterion, are higher than the pair-wise diversity
value and hybrid diversity value based on NMI. Therefore, the pair-wise and hybrid diversity based on EJ yielded
higher quality value.

5.4. Test results based on quality

In this experiment, the effects of the proposed method and the proposed criterion on the quality of the result
were investigated. For each dataset, 100 different base clusterings were produced. The result of the d4 measure,
which was a hybrid measure based on EJ, was better than that of the other measures. The final cluster quality
using different quality measures (d1, d2, d3 , and d4) and full ensembles with different consensus functions,
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Figure 4. Comparing the diversity results obtained using four diversity measures with applying HGPA. Note
that d1-diversity=1 − NMI(hi, hj) , d2-diversity=1 − EJ(hi, hj) , d3-diversity=NMI(h∗, hi) − NMI(h∗, hj) , and d4-
diversity=EJ(h∗, hi)− EJ(h∗, hj) .

namely HGPA, CSPA, and MCLA, are displayed in Tables 5, 6, and 7. The maximum value for each dataset
was bolded. As illustrated in Tables 5, 6, and 7, the d4 measure is better than the others.

6. Conclusion and future work
The present research was focused on offering an effective solution to the problem of cluster ensemble selection.
Most of the existing CES algorithms have been designed on the basis of diversity and quality criteria. These
algorithms typically have a tendency to assess the diversity and quality of primary clusterings by using the
evaluation indices. Due to the fact that the number of subsets of base clusterings is uncertain, we made use of a
hierarchical algorithm aiming to choose a subset comprising more effective clusters in a way to finally obtain a
high-performance solution. In the proposed method, clustering partitions are chosen concerning their qualities,
which are specified by the hierarchical method and new criterion. Three consensus functions, i.e., MCLA,
HGPA, and CSPA, were employed to achieve the consensus solution and also to aggregate the selected subsets
in the proposed method. The proposed method outperformed the full ensemble regarding the exploration of the
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Figure 5. Comparing the diversity results obtained using four diversity measures with applying CSPA. Note
that d1-diversity=1 − NMI(hi, hj) , d2-diversity=1 − EJ(hi, hj) , d3-diversity=NMI(h∗, hi) − NMI(h∗, hj) , and d4-
diversity=EJ(h∗, hi)− EJ(h∗, hj) .

subset of cluster members on the basis of diversity and quality. The results of comparing the proposed algorithm
performance with that of different measures and the full ensemble on 14 datasets indicated that the proposed
algorithm with EJ could make higher diversity and get more accurate results. It was concluded that the use of
the EJ criterion as diversity and quality measure obtained better results than the NMI criterion. It was also
confirmed that the use of the hybrid diversity measure based on EJ was the best option for creating higher
diversity. Future work in this field can be focused further on exploring the effects of noise and missing values
of the data upon the EJ criterion and also on studying the application of the proposed method to different
domains.
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Figure 6. Comparing the diversity results obtained using four diversity measures with applying MCLA. Note
that d1-diversity=1 − NMI(hi, hj) , d2-diversity=1 − EJ(hi, hj) , d3-diversity=NMI(h∗, hi) − NMI(h∗, hj) , and d4-
diversity=EJ(h∗, hi)− EJ(h∗, hj) .

Table 5. Clustering quality using different quality measures and full ensembles with HGPA algorithm.

Dataset Full ensembles d1-accuracy d2-accuracy d3-accuracy d4-accuracy
Jain 0.306 0.373 0.373 0.376 0.422
Path bass 0.459 0.769 0.798 0.788 0.816
Aggregation 0.791 0.802 0.802 0.805 0.805
Soybean(small) 0.679 0.884 0.910 0.910 0.777
Breast-tissue 0.338 0.341 0.355 0.367 0.377
Iris 0.901 0.901 0.901 0.919 0.919
Wine 0.425 0.437 0.437 0.437 0.469
Seeds 0.702 0.713 0.732 0.718 0.732
Glass 0.321 0.359 0.380 0.365 0.416
Ecoli 0.500 0.561 0.565 0.525 0.580
Breast-cancer 0.485 0.485 0.485 0.499 0.499
Yeast 0.199 0.232 0.236 0.227 0.230
Segmentation 0.334 0.530 0.524 0.541 0.566
Satimage 0.473 0.492 0.585 0.512 0.595
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Table 6. Clustering quality using different quality measures and full ensembles with CSPA algorithm.

Dataset Full ensembles d1-accuracy d2-accuracy d3-accuracy d4-accuracy
Jain 0.360 0.360 0.360 0.360 0.360
Path bass 0.575 0.753 0.786 0.661 0.663
Aggregation 0.733 0.733 0.737 0.737 0.737
Soybean(small) 0.754 0.802 0.822 0.842 0.853
Breast-tissue 0.315 0.366 0.378 0.380 0.383
Iris 0.919 0.939 0.939 0.918 0.925
Wine 0.346 0.393 0.452 0.471 0.478
Seeds 0.684 0.726 0.735 0.685 0.721
Glass 0.367 0.389 0.402 0.390 0.422
Ecoli 0.513 0.528 0.535 0.536 0.543
Breast-cancer 0.485 0.501 0.501 0.485 0.485
Yeast 0.227 0.235 0.241 0.238 0.246
Segmentation 0.488 0.494 0.510 0.500 0.552
Satimage 0.551 0.553 0.550 0.555 0.577

Table 7. Clustering quality using different quality measures and full ensembles with MCLA algorithm.

Dataset Full ensembles d1-accuracy d2-accuracy d3-accuracy d4-accuracy
Jain 0.366 0.366 0.416 0.373 0.421
Path bass 0.540 0.572 0.586 0.589 0.605
Aggregation 0.790 0.870 0.882 0.896 0.890
Soybean(small) 0.862 1.000 1.000 1.000 1.000
Breast-tissue 0.368 0.382 0.415 0.403 0.415
Iris 0.919 0.919 0.919 0.919 0.919
Wine 0.395 0.452 0.457 0.467 0.474
Seeds 0.695 0.746 0.762 0.739 0.720
Glass 0.345 0.416 0.418 0.433 0.420
Ecoli 0.587 0.606 0.617 0.622 0.622
Breast-cancer 0.812 0.822 0.836 0.831 0.848
Yeast 0.243 0.259 0.265 0.257 0.268
Segmentation 0.549 0.609 0.592 0.598 0.632
Satimage 0.524 0.592 0.620 0.612 0.620
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