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Abstract: The criticality of investigating the white blood cell (WBC) count cannot be underestimated, as white blood
cells are an important component of the body’s defence system. From helping to diagnose hidden infections to insinuating
the presence of comorbidities like immunodeficiency, an accurate white blood cell count can contribute significantly to
shape a physician’s assessment. The manual process performed by the pathologists for the classification of WBCs is
a time consuming and tedious task, which is further disadvantaged by a lack of accuracy. This study concentrates on
the automatic detection and classification of WBC without data augmentation into four subtypes such as eosinophil,
monocyte, lymphocyte and neutrophil based on images from three different datasets. The methodology adopted in this
paper is transfer learning approach in which the features are extracted using ResNet50, DenseNet121, MobileNetv2,
Inceptionv3 and Xception deep learning models.The extra trees classifier is used as an intermediate stage for selecting
most predominant features, which reduce the execution time. When evaluating the performance on the basis of recall,
precision, F-measure and accuracy parameters, the classification of ResNet50 features selected by extra trees classifier
using multi-class support vector machine (SVM) provides the highest accuracy of 90.76% .
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1. Introduction
Analysis of the differential count of blood plays a vital part in diagnosing a multitude of conditions. Blood
is suspended in plasma; the transportation system carries oxygen and other nutrients to the various cells in
the human body. Blood is primarily composed of three types of cells such as erythrocytes, white blood cells
and platelets [1]. The total volume of human blood is about 5 L depending on body size of which RBCs
compose approximately 40%. Compared to Red blood cells (RBCs), leukocytes, which fight infections, are
lesser in number. The decrease of WBCs beyond a certain level, however, can result in leukopenia, a condition
that renders the patient more vulnerable to infections. On the other hand, an unusually large presence of
WBCs in the bloodstream is an indicator of serious infections, inflammations or leukaemia. Basu et al.[2]
discusses about the blood and the functionalities of each component of blood in detail. Our work focuses
on the automatic classification of leukocytes. Leukocytes are generated by stem cells present in the bone
marrow and are categorized into three main types: lymphocytes, granulocytes and monocytes. Granulocytes
are further classified into eosinophils, basophils, and neutrophils [3]. The WBC count is analyzed for allergy test,
∗Correspondence: judehemanth@karunya.edu
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detecting infections, identifying leukaemia and for monitoring the effectiveness of different types of treatments
like radiation, chemotherapy, bone marrow transplantation etc.

The medical professionals identify and categorize the different types of WBCs by analyzing the granules
present in the cytoplasm and the shape of the nucleus. The lymphocyte cells possess a spherical shaped
nucleus with cytoplasm granules of a very clear pale blue color. Lymphocytes represent 20%–40% of differential
WBC count, which may be large or small in size. The varying count of lymphocytes is the sign of chronic
infections or AIDS. The monocytes are large cells with kidney bean shaped nucleus and light blue cytoplasm
granules, normally comprising around 2%–10% of WBC count. An irregular monocyte count may be a red
flag for disease conditions such as inflammation, immunity disorders, various blood disorders, malaria, typhoid
etc. The eosinophils contain bi-lobed nucleus connected by a thin nuclear band and large pink or red colored
cytoplasm granules, which represents 1%—6% of WBC count. The irregular count of eosinophils is caused
by bronchial asthma, hay fever, parasite diseases etc. The neutrophil consists of a multi-lobed nucleus where
the different lobes are connected with nuclear material consisting of thin strands and also comprises very tiny
cytoplasm granules with less visibility; this subtype covers approximately 50%–70% of the entire WBC. If the
count of neutrophils is irregular, it indicates infections such as appendicitis, smallpox, rheumatic fever, influenza,
hepatitis, rubella etc. [4].

Various techniques like deep learning, machine learning and image processing play significant roles in
leukocyte classification. The information about the leukocytes helps the medical professionals to identify various
disease conditions at an earlier stage and make the diagnosis faster and reliable. In conventional models, various
image processing techniques are used to pre-process, segment and extract clinically useful features from leukocyte
images. Nowadays, different problems based on image classification are addressed by various deep learning
techniques, which do not need any pre-processing or feature extraction[5]. Many researches are carried out
for the automatic segmentation; classification and counting of leukocytes from peripheral blood smear images
with the help of computer aided methodologies. Mirčić et al.[6] proposed a method for the automatic leukocyte
classification based on artificial neural networks (ANN) with an accuracy of 86%. In their work, the input
image required pre-processing, segmentation and manual feature extraction based on digital image processing
techniques before the classification process, which causes high execution time. Cinar et al.[7] performed a
comparative classification of leukocytes into lymphocytes, monocytes, eosinophils, and neutrophils, utilizing
Alexnet-Googlenet-SVM model. In their work, the dimension of feature vector is very high since it combines
the feature vectors from two different pre-trained models. Tiwari et al. [8] proposed a CNN-based method
for leukocyte subtype classification; this method provides 94% accuracy for the classification into two classes
such as polynuclear and mononuclear. But the accuracy of classification into four classes such as eosinophil,
lymphocyte, neutrophil and monocyte is only 78%. AL-Dulaimi et al. [9] presented a detailed study on the
various techniques and challenges faced for the classification of WBC types from microscopic blood smear
images. The analysis work performed by them concluded that the major challenge in leukocyte classification
lies in the accurate detection of diverse images.

Sarrafzadeh et al. conducted a research on the classification of eosinophil, neutrophil, basophil, lym-
phocyte and monocyte cells from blood smear images using SVM, provides an accuracy of 93%. Their work
is based on the extraction of distinguishable features separately from the segmented nucleus and cytoplasm of
the WBCs, as a pre-processing stage, which takes long execution time compared to deep learning methods [10].
The work conducted by Reena et al. is based on a single LISC dataset of 257 similar images where the WBC
classification entails three steps, including semantic segmentation of input images, modification of the database,
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and transfer learning based on AlexNet, which takes more execution time [11]. An experiment was conducted
by Umpon et al. on the nucleus segmentation and classification using morphological features. In their work,
classification was based on Bayesian classifier and artificial neural networks (ANNs). Their study provides only
a classification accuracy of 77% using the features extracted from the nucleus of the leukocyte [12].

Huang et al. proposed a WBC classification method based on segmentation followed by fine tuned
ResNet50 based classification, which provides test accuracy over 90%. In their work, the leukocytes are classified
only into three basic classes like granulocytes, lymphocytes and monocytes [13]. Maier et al. presented a detailed
study on the application of various deep learning techniques for medical image processing [14].The method
proposed by Mohamed et al. comprises of segmentation based on the thresholding followed by MobileNet224
based feature extraction and classification by Logistic regression. Although it provides greater classification
accuracy, their studies are conducted on an augmented dataset [15]. Su et al. developed a neural network
based WBC classification system. In their work, the shape, color, and texture features are extracted separately
after segmentation, takes a long execution time compared to the automatic feature extraction by pre-trained
models [16]. Alam et al. employed a technique for the automatic counting and detection of three main types
of blood cells such as RBCs, WBCs and platelets from blood smear based on You-Only-Look-Once (YOLO)
algorithm. The subtypes of WBCs are not identified in their study [17]. In a study by Wang et al., an improved
You-Only-Look-Once (YOLO) algorithm is used for leukocyte detection, in which the leukocyte detection is
performed as object detection, with an accuracy of 90.09% [18].

The transfer learning approach is used for leukocyte classification in our work. This allows us to
incorporate the knowledge acquired by performing one task into other similar tasks. The image classification
using transfer learning approach can be employed by using any deep learning models such as VGG model,
ResNet, MobileNet, Inception, Xception, DenseNet etc. as the feature extraction models [19]. Many researchers
have implemented various automations based on transfer learning approach. Zhuang et al. conducted a detailed
study on transfer learning in which forty representative homogeneous transfer learning approaches and its
applications are explained. Their work is concentrated on two main areas such as text characterization and
object detection using transfer learning [20]. Weiss et al. performed a detailed investigation on various aspects
and applications of transfer learning techniques in which the previous works and applications of transfer learning
are addressed [21]. Yildirim et al. discussed the image classification using the models like Alexnet, ResNet50,
DenseNet201 and GoogleNet [22]. Almezhghwi et al. investigated the WBC classification using DenseNet169
network. But their work is based on augmented dataset created using the existing data by performing image
transformation operations and generative adversarial networks (GAN) [23]. Hüseyin et al. proposed a transfer
learning approach for WBC detection and classification based on ResNet50 along with SVM classifier, which
involves augmentation of data to improve accuracy [24]. Vatathanavaro et al. performed a WBC subtype
classification and comparison based on VGG16 and ResNet50 models in which the ResNet50 model provided
the highest accuracy of 88.29% [25].

Our work proposes a leukocyte classification method, which is based on feature selection using extra
trees classifier, which enhances the accuracy and reduces the execution time of the classification process. This
methodology uses the ResNet50 deep learning model to extract features for transfer learning. In our work, no
pre-processing or segmentation methods are needed before feature extraction, which is usually a time consuming
process in existing methods. Leukocyte types are further classified and evaluated using a multi-class SVM. This
study uses a heterogeneous dataset, without any data argumentation, constructed from three different datasets
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having diverse colors and patterns. Many state-of-the-art techniques involve increasing the quantity of data
through data augmentation, which has the disadvantage of limiting data diversity. As this classifier model is
constructed based on the features of multiple images rather than using the same type of image from a single
database, this model is more effective at detecting diverse images of leukocytes. Furthermore, the paper analyzes
the performance of the system with different accuracy metrics. This performance score is then juxtaposed with
that of other feature extraction models such as DenseNet121, MobileNetv2, Inceptionv3 and Xception model.
Our results have shown that ResNet50 delivers superior features when analyzing leukocyte images.

The remaining part of the paper is organized as follows: proposed methodology in Section 2, details
about the dataset in Section 3, experimental results, performance evaluation and discussion are presented in
Section 4 and the concluding remarks in Section 5.

2. Proposed methodology

The desired outcome of this method, as depicted in Figure 1 is to design an efficient and accurate classification
pipeline using transfer learning approach [20] that has the ability to distinguish the input leukocyte images into
four different types such as eosinophil, monocyte, lymphocyte and neutrophil. The features from the leukocyte
images are extracted using a convolutional neural network (CNN) based pre-trained feature extraction model
[26]; the most prominent features are then filtered out based on their importance using extra trees classifier.
These refined features are forwarded to the multiclass SVM for the actual classification step. In this methodology,
the features extracted using ResNet50, DenseNet121, MobileNetv2, Inceptionv3 and Xception model are fed
separately to the extra-trees and SVM pipeline.

Some main contributions of this work are as follows:
• This method reduces the execution time to 1.28 s from 23.5 s for the same number of data items by selecting
the most predominant features using extra trees classifier.
• With the use of a pre-trained ResNet50 model, extra trees classifier, and multi-class SVM without data
augmentation, an accuracy of 90.76% is achieved.
• Since the classifier model is constructed and evaluated using diverse images from three different datasets, this
leukocyte classification system is able to detect different types of leukocyte images with respect to size, color,
and pattern.

2.1. Feature extraction based on CNN models
In this work, the features are extracted from the leukocyte images using the following convolutional neural
network (CNN) models:

ResNet50 Model: A deep residual pre-trained model introduced by Microsoft in 2015, this learning
framework consists of a few stacked layers that fit a residual mapping, which can be obtained by feed forward
neural network with Shortcut or Skip connections [27, 28]. The identity mapping performed in each block is
combined with the output of stacked layers, which aids in reducing the training error and allows uncomplicated
optimization. In ResNet50 model, a pre-processing function is used to scale the input leukocyte images according
to the model size specification of 224× 224 . The pre-processed image goes through a zero padding operation,
followed by five stages of computation. In the first stage, a convolution operation is performed using 64 kernels
of size 7×7 with a stride of size 2 tailed by a batch normalization block, a ReLU (rectified linear unit activation
function), and a max pool layer with a stride of size 2. The stage 2, which is iterated 3 times, comprises of a
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Figure 1. Leukocyte classification process.

convolution block with 1× 1 sized 64 kernels, followed by 3× 3 sized 64 kernels, and at last a 1× 1 sized 256
kernels followed by an identity block. The next Next stage, which is executed 4 times, is composed of 128 kernels
of size 1× 1 , followed by 128 kernels of size 3× 3 , and finally 512 kernels of size 1× 1 . The succeeding stage
consists of 256 kernels of size 1× 1 , 256 kernels with size 3× 3 followed by 1024 kernels of size 1× 1 ; this step
is repeated 6 times. The last stage of the architecture comprises of a repeated computation for 3 times, which
consists of 512 kernels of sizes 1× 1 and 3× 3 , and 2048 kernels of size 1× 1 . After undergoing the 49 layers
worth of operations, the output of the last stage goes through an average pooling and flattening operation,
which produces the feature map corresponding to each image. The final fully connected layer is excluded, as
it is usually designated for classification and prediction, and, in this methodology, the SVM is already tasked
with this role. The layered architecture of ResNet50 feature extractor model[29] is shown in Figure 2 .
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Figure 2. Layers of ResNet50 feature extractor [27].

DenseNet121: DenseNet121 (dense convolutional network) comprises of a feed forward connectivity
from each layer to every other layer, which are called dense connections [19]. DenseNet is similar to ResNet,
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which is mainly used for object recognition. The DenseNet concatenates the result of the preceding layer to the
result of the future layer to enhance the accuracy for avoiding the vanishing gradient caused by the lengthy path
between the input and the output layer. The outcome of the preceding layer serves as an input to the subsequent
layer by using an operation called “composite function”, which comprises of pooling layer, convolution layer,
batch normalization and non-linear activation layer. The different stages of DenseNet121 are shown in Figure 3
. For the feature extraction, the classification part is excluded; this component includes the Average Pool layer
and Softmax layer as shown in the architecture diagram. If there are ’n’ layers, then there will be (n(n+ 1))/2

direct connections. This has added advantages like strengthening feature propagation, increasing feature reuse
and avoiding gradient problems. This network consists of a convolution layer followed by a max pool layer in
the initial stage. The further stages are four consecutive dense blocks with dense connections. A transition
layer, which is a combination of convolution and max pool layer, is present between two dense layers. In the
case of dense connection, let ’n’ be a layer, which receives the feature maps from all preceding input layers
x0, x1x(n−1) then the feature map of nth layer can be represented as follows [19] :

xn = Hn(x0, x1x(n−1)) (1)
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Figure 3. Architecture of DenseNet121[19].

MobileNetv2: The model Mobilenetv2, introduced by Google, is the expansion of Mobilenetv1. In this
network, there is a depth-wise separable convolution, which will lessen the complexity and is also suitable to
mobile devices, which have low computational power consumption. In the earlier version, MobileNetv1, the
number of channels was the same or twice as much when performing point-wise convolution. In MobileNetv2,
the 1 × 1 convolution operation produces smaller number of channels, which is called “projection layer” or
“bottleneck layer” whose function is to reduce the amount of information passes through it. There are two
types of blocks in MobileNetv2: one is bottleneck residual block with stride 1 and the other type of block, with
two numbers of strides, is intended for trimming. Each of these blocks consists of 3 convolution layers each.
The first layer comprises of 1× 1 convolutions along with ReLU6, the next layer is the depth wise convolution
layer, and the third layer is the linear convolution layer. The first layer is an expansion layer, which expands
the number of channels that pass through it based on a default expansion factor of 6. ReLU6 is used as an
activation function, which can be represented as min(max(x, 0), 6) . In this model, every layer other than the
project layer has a batch normalization layer and activation function (ReLU6). The model size varies from 1.7M
to 6.9M parameters. A kernel size of 3× 3 is used for spatial convolution in the MobileNetv2 [30].
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Inceptionv3: The Inceptionv1 (GoogLeNet) was the architecture presented at ILSRVRC in the year
2014 [31]. In the first version, Inceptionv1 used the 5 × 5 convolutions that resulted in the reduction of input
dimensions; this affected the accuracy. In the revised version, Inceptionv2, the 5× 5 convolutions are replaced
by two 3 × 3 convolutions, which increased the accuracy and reduced the computational time. Inceptionv3
model introduced by Google manages to require less computational power by introducing RMSProp optimizer,
label smoothing by using regularization, factorized 7× 7 convolutions, batch norm in the Auxiliary classifiers,
dimensionality reduction and parallel computations. A module of Inceptionv3 is shown in Figure 4. Factorized
convolutions will reduce the number of parameters, which will in turn increase the network efficiency. In this
network the bigger convolutions are replaced by smaller and asymmetric convolutions. An auxiliary classifier
is used as a regularizer between layers during training. The grid size reduction is performed in Inceptionv3 by
pooling operations to reduce the computational cost [31, 32].

Input

2D convolution 1*1,
strides=2

2D convolution

(1*1)

2D convolution 3*3,
strides=2

2D average pool,
strides=2

2D convolution

(3*3)

2D convolution 1*1

2D convolution 3*3

2D convolution 3*3,
strides=2

Concatenate

Output

Figure 4. A module of Inceptionv3 [31].

Xception model: Xception (Extreme Inception), introduced by Google, is a depth wise separable
convolution network, which is better than Inceptionv3 for image classification [33]. In this model, the depth
wise separable convolution is modified by performing depth wise convolution, a spatial convolution designated
separately for each channel as shown in Figure 5 . This is followed by a point wise 1 × 1 convolution across
different channels with residual connections in each convolution block [33]. The Xception architecture consists
of 36 convolutional layers forming the feature extraction part of the model. These layers are divided into 14
different modules with linear residual connections except for the starting and ending modules.
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Figure 5. Depth wise separable convolution in Xception model[33].

2.2. Feature selection using extra trees classifier

In the proposed methodology, an embedded method known as extra trees classifier is incorporated for the
purpose of feature selection. It is performed as a midway between feature extraction and classification. The
feature selection is the process of automatic identification of the important features, which will contribute the
maximum information to the prediction variable. The processing of irrelevant features will decrease the model
accuracy and will also increase the computational time. In this work, the feature selection using extra trees
classifier has substantially reduced the execution time for the classification.

In this ensemble learning method, the output of the multiple de-correlated trees, which are created from
the training dataset are aggregated in a forest is considered for the classification [34].Each tree is provided with a
random sample of ′n′ leukocyte features, which are extracted using a deep learning model. From this, the most
relevant feature based on Gini index is used by the corresponding decision tree to split the data. The feature
selection is performed by ordering the random features in descending order based on the Gini importance of each
feature and the number of top features can be selected according to the requirement. Gini index, which measures
the probability of a specific feature being incorrectly classified when it is chosen randomly, is represented as
follows:

Gini = 1−
n∑
i

(µi)
2 (2)

where ‘n’ is the number of data items and µi is the probability of a feature being classified as a particular
class.

2.3. Classification based on multi-class SVM
The support vector classifier(SVC) is one of the most powerful and supervised machine learning tools for
classification, due to its advantage of avoiding the over fitting problem [35]. It also provides better accuracy for
majority of the classifications. The ‘one-versus-one’ approach is used for multi-class classification since normal
SVM is a binary classifier. If there are ′n′ classes then SVC constructs (n(n−−1))/2 classifiers, wherein each
classifier deals with data from two different classes. The SVC constructs a decision surface based on the input
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feature vector extracted from leukocyte images. The classification accuracy is proportional to the distance
between the data points and the decision surface; it is important to ensure that this distance is maximized
[36, 37].

In this work, the non-linear multi-class SVM (SVC) with radial basis function as a kernel is used to
classify the leukocyte image into various classes.The radial basis function is represented as follows:

K(x, y) = e(−(1/(nσ2))×∥x−y∥2) (3)

where ′n′ is the number of features and ∥x− y∥2 is the squared euclidean distance between the feature
vectors x and y.

3. Dataset
The input dataset considered in this work consists of 431 images sourced from three different publicly available
datasets; the images are diverse in terms of the color of the cell, shape of the nucleus, background color etc. The
dataset consists of 77 eosinophil samples, 123 lymphocyte samples, 83 monocyte samples and 148 neutrophil
samples. The MISP dataset utilized in this work is provided by Medical Image and Signal Processing Research
Center (MISP) and department of pathology at Isfahan University of Medical Sciences, presented by Sarrafzadeh
et al.[10]. This dataset contains blood smear microscopic images captured by ECLIPSE 50i microscope with a
magnification rate of 100. The other two datasets are collected from Jiangxi Tecom Science Corporation, China
and CellaVision blog, presented by Xin Zheng et al.[38]. The Jiangxi dataset consists of WBC images of size
120*120 with color depth of 24 bits, acquired by a Motic Moticam Pro 252A optical microscope camera with a
N800-D motorized auto-focus microscope where a newly developed haematology reagent is applied for staining.
The dataset available from CellaVision blog comprises of color images of size 300 × 300 in which the white
blood cells are surrounded by many red blood cells.

4. Experimental results and discussion

The overall experiment is conducted in Google Colaboratory (GoogleColab), a powerful data analytics tool
developed by Google.

4.1. Results of feature extraction, feature selection and classification

In this work, the feature extraction is performed using multiple pre-trained deep learning models like ResNet50,
DenseNet121, MobileNetv2, Inceptionv3 and Xception. Every model extracts a minimum of 50,000 features
from each leukocyte image. ResNet50 model extracts more than 0ne hundred thousand features, which provides
a better accuracy when compared with other models. The most relevant features are selected based on their Gini
importance using extra tree classifier to improve the accuracy and to reduce the dimensionality. The 100,352
features initially extracted using the ResNet50 model is reduced to 4734 features, which augments the accuracy
from 88.46% to 90.76%. The reduced features are further used for classification into four distinct classes with the
aid of multi class SVM. The number of features extracted using the various pre-trained feature extraction models
such as ResNet50, DenseNet121, MobileNetv2, Inceptionv3 and Xception, along with the count of prominent
features selected using extra trees classifier and confusion matrix of classification, is depicted in Table 1. The
feature map extracted, which consists of 431 vectors corresponding to each input leukocyte image, is bifurcated
for classification. In this work, 70% of the dataset is intended for training and the remaining 30% is for testing.
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Table 1. Feature extraction, feature selection and confusion matrices of leukocyte classification models.

Confusion matrix

Leukocyte
classification model

No: of features
extracted from
leukocyte image

No: of features
selected using
extra trees
classifier

Feature selection
with extra trees
classifier

Without feature
selection

E L M N E L M N
E 25 5 2 1 E 22 7 3 1

ResNet50 +SVM 100352 4734 L 0 31 0 0 L 0 31 0 0
M 0 0 21 3 M 0 1 21 2
N 0 0 1 41 N 0 0 1 41

E L M N E L M N
E 6 8 16 3 E 5 8 16 4

DenseNet121+SVM 100352 5085 L 0 30 0 1 L 0 30 0 1
M 0 5 17 2 M 1 4 17 2
N 0 0 1 41 N 0 0 1 41

E L M N E L M N
E 23 7 1 2 E 20 8 1 4

MobileNetv2+SVM 62720 4839 L 0 30 1 0 L 0 30 0 1
M 0 2 20 2 M 0 3 19 2
N 0 0 1 41 N 0 0 1 41

E L M N E L M N
E 18 6 6 3 E 9 7 13 4

Inceptionv3+SVM 51200 4742 L 1 28 2 0 L 0 27 3 1
M 1 4 13 6 M 0 3 14 7
N 0 1 0 41 N 0 1 1 40

E L M N E L M N
E 14 4 6 9 E 7 4 7 15

Xception+SVM 50176 4360 L 2 25 2 2 L 1 24 2 4
M 0 1 16 7 M 0 1 16 7
N 2 3 0 37 N 0 3 0 39

4.2. Performance evaluation
The performance evaluation of the leukocyte classification technique, which is represented in a confusion matrix
using metrics like accuracy, precision, recall and F1-score, is calculated as follows [39]:

Accuracy = (TP + TN)/(TP + TN + FP + FN) (4)

Precision(P ) = TP/(TP + FP ) (5)

Recall(R) = TP/(TP + FN) (6)

F −measure(F1− score) = 2× (R× P )/(R+ P ) (7)
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The values of true positives(TP), true negatives (TN), false positives (FP) and false negatives (FN), as
computed from the confusion matrix for the corresponding method, are shown in Table 2. The performance
evaluation of different methods in terms of accuracy, recall, precision and F1-score adopted for leukocyte
classification based on transfer learning with and without feature selection are shown in Table 3. It clearly
conveys that the classification based on the features reduced using extra trees classifier provides a better result.
The values of Recall, Precision and F1-Score normally span a range of 0–1 where the values proximal to 1 show a
better performance of the model. The proposed method (ResNet50+ Extra Trees + Multi-class SVM) provides
the highest accuracy of 90.76% and performance parameters close to 1 for all the classes, which surpasses the
performance of other features extractors considered in this work.

Table 2. TP, TN, FP and FN values computed from confusion matrix shown in Table 1.

Leukocyte
classification model

Class Performance evaluation

Feature selection using
extra trees classifier

Without feature selection

TP TN FN FP TP TN FN FP
E 25 97 8 0 22 97 11 0

ResNet50+SVM L 31 94 0 5 31 91 0 8
M 21 103 3 3 21 102 3 4
N 41 84 1 4 41 85 1 3
E 6 97 27 0 5 96 28 1

DenseNet121+SVM L 30 86 1 13 30 87 1 12
M 17 89 7 17 17 89 7 17
N 41 82 1 6 41 81 1 7
E 23 97 10 0 20 97 13 0

MobileNetv2+SVM L 30 90 1 9 30 88 1 11
M 20 103 4 3 19 104 5 2
N 41 84 1 4 41 81 1 7
E 18 95 15 2 9 97 24 0

Inceptionv3+SVM L 28 88 3 11 27 88 4 11
M 13 98 11 8 14 89 10 17
N 41 79 1 9 40 76 2 12
E 14 93 19 4 7 96 26 1

Xception+SVM L 25 91 6 8 24 91 7 8
M 16 98 8 8 16 97 8 9
N 37 70 5 18 39 62 3 26

4.3. Discussion
For the purpose of comparing execution time of classification, the entire dataset is partitioned into four sets,
each containing 100, 208, 316 and 431 diverse leukocyte images from three different datasets. The processing
time required for the classification with and without extra trees classifier is examined with varying numbers of
data items. The comparison between the execution time with and without feature selection using extra trees
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Table 3. Performance evaluation of different methods for leukocyte classification.

Leukocyte
classification model

Class Performance evaluation

Feature selection using
extra trees classifier

Without feature selection

Acc. Precision Recall F1-Score Acc. Precision Recall F1-Score
E 1 0.76 0.86 1 0.67 0.80

ResNet50+SVM L 90.76 0.86 1 0.93 88.46 0.79 1 0.89
M 0.88 0.88 0.88 0.84 0.88 0.86
N 0.91 0.98 0.94 0.93 0.98 0.95
E 1 0.18 0.31 0.83 0.15 0.26

DenseNet121+SVM L 72.3 0.7 0.97 0.81 71.53 0.71 0.97 0.82
M 0.5 0.71 0.59 0.5 0.71 0.59
N 0.87 0.98 0.92 0.85 0.98 0.91
E 1 0.7 0.82 1 0.61 0.75

MobileNetv2+SVM L 87.69 0.77 1 0.86 84.61 0.73 0.97 0.83
M 0.87 0.83 0.85 0.90 0.79 0.84
N 0.91 0.98 0.94 0.85 0.98 0.91
E 0.9 0.55 0.68 1 0.27 0.43

Inceptionv3+SVM L 76.92 0.72 0.9 0.8 69.23 0.71 0.87 0.78
M 0.62 0.54 0.58 0.45 0.58 0.57
N 0.82 0.98 0.89 0.77 0.95 0.85
E 0.78 0.42 0.55 0.88 0.21 0.34

Xception+SVM L 70.26 0.76 0.81 0.78 66.15 0.75 0.77 0.76
M 0.67 0.67 0.67 0.64 0.67 0.65
N 0.67 0.88 0.76 0.6 0.93 0.73

classifier is shown in Figure 6. Based on Figure 6, it can be observed that, with an increase in the number of
data items, the execution time increases up to 23.5 s for 431 images, while performing the classification without
extra trees based feature selection. When the extra tree classifier for feature selection is incorporated, the
execution time for classification process is reduced drastically to 1.28 s for 431 images. The average execution
time for the feature selection using extra trees classifier is 3 s. The experimental results indicate that selecting
the most prominent features makes the system more efficient and faster.

The classification method proposed in this paper is based on three different datasets, which comprise of
431 diverse images in terms of color and background without performing data augmentation technique. The
use of the feature selection model in this work has increased the accuracy of classification from 88.46% (without
using extra trees classifier) to 90.76% (feature selection using extra trees classifier), and also the execution
time of the classification process is reduced from 23.5 s (without using extra trees classifier) to 1.28 s (feature
selection using extra trees classifier). The reduction in execution time will make the system more convenient,
especially when the dataset is expanded for future works. Even though this proposed method has acquired
overall classification accuracy of 90.76%, the classification accuracy for eosinophil is only 75.5%, whereas the
classification accuracy for lymphocyte is 100%, for neutrophil is 97.61% and for monocyte is 87.5%, which
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Figure 6. Comparison of execution time for classification with and without extra trees classifier for same dataset.

is much higher when compared to eosinophil.Therefore, the methods to improve the positive classification of
eosinophil images will be focused in the future work. The mixed dataset used in this work consist of only 431
images, which can be expanded by incorporating WBC images from any another dataset in the future works.The
accuracy comparison with other existing methods for leukocyte classification is shown in Table 4.

Table 4. Comparison of test accuracy of our method with existing methods.

Work Methodology Accuracy
Proposed methodology ResNet50 + Extra trees + Multi-class SVM 90.76%
(2021)[13] Segmentation + fine-tuned ResNet50 over 90%

(2019)[18]
Single Shot
Multibox Detector +
You Only Look Once(YOLO)

90.09%

(2019)[40] LeNet-5 87%
(2018)[25] ResNet50 88.29%

(2019)[22]
ResNet50, AlexNet,
DenseNet and GoogleNet + Filters

75.21-83.44%

(2018)[41] WBCNet 83%

(2007)[12]
Manual segmentation +
mathematical morphology + ANN

77%

5. Conclusion
The leukocyte subtype classification and counting is a major task in haematology analysis, which helps the
medical professionals in the identification of serious diseases at the earlier stage itself. This work provides an
automated system for the classification of leukocytes into four different classes such as eosinophil, monocyte,
lymphocyte and neutrophil based on transfer learning approach. The features are extracted based on ResNet50
deep learning model, and then further selected using extra trees classifier, post, which the final classification
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is accomplished using the multi-class SVM model. This proposed model delivers 90.76% prediction accuracy,
which is higher when compared to other deep learning models like DenseNet121, MobileNetv2, Inceptionv3 and
Xception model. The time saving and convenient method adopted here performed quite well on limited and
diverse leukocyte data and did not necessitate any data augmentation. The results indicate that by incorporating
the proposed method in automated haematology analysis at health care systems, it has the potential to increase
the speed of computation and, in turn, reduce the error rate of the classification.
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