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Abstract: In this work, we propose a method to generate random numbers for low-cost, low-power, resource-limited
low data-rate microcontrollers using integrated CMOS photodiodes. The proposed method utilizes an integrated CMOS
photodiode in the photovoltaic mode as the entropy source. The method is based on serially capturing analog values
derived from the integrated CMOS photodiode. The entropy of these values increased by a custom algorithm. The
proposed random number generator is devised using an integrated CMOS photodiode manufactured in 180 nm standard
CMOS technology. The wide applicably of the random number generator is demonstrated by realizing it on a low-
cost Arduino UNO board placed in a typical room environment. The implemented random number generator passes
NIST-SP800-22 and AIS31 randomness tests at high scores. The proposed method achieved 5.4 Kbps throughput and
7.2% total significance level without any postprocessing. The test results show the high cryptographical strength of
the proposed method makes it a promising alternative to the currently used random number generation algorithms in
low-cost, low-resources, low-data rate microcontroller-based applications.
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1. Introduction
Random numbers are critical components in any cryptographic process to achieve unpredictability and secure
operation. The added unpredictable behavior with the random numbers is one measure to prevent intrusions to
sensitive information. The encryption algorithms used in network communications require random numbers to
achieve high security in the data transfer. On the other hand, creating such strong random numbers for these
secure processes is not a trivial task and can be challenging. In practice, there is a balance between generating
random numbers quickly and generating them cryptographically strongly. Quick generation schemes generally
result in weak random number sequences. Hence, currently, for the generation of random numbers, there are
two main generation methods in cryptographic applications; (1) pseudo-random number generation (PRNG)
and (2) true-random number generation (TRNG).

The PRNG development goes back to Jon von Neumann [1]. Von Neumann introduced the idea to
generate pseudo randomness using various algorithms. In general, PRNG uses a deterministic algorithm to
generate the numbers from a distribution such as Poisson, Gaussian, exponential, and Cauchy. However, in
order to generate a random number, a PRNG requires an initial seed number. If this seed number is provided
identical, the random number sequence generated in each execution is also identical, which makes them poor in
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terms of secure operations [2]. If the seed and the algorithm are known, the random number can be guessed.
However, their fast execution time makes them very suitable for most digital systems [3–7], and therefore they
are very popular in most embedded system applications. For example, the highly practiced and standardized
C programming language contains a pseudo-random number function called rand() in the stdlib library. This
algorithm is short-cycle and predictable. Another, better standard C random number generation algorithm in
the same library is called Posixrandom() , which provides better randomness, however, it is still a PRNG and
requires an initial seed. In order to create better randomness, the Park–Miller generator is added in C++ as
minstd function. arcrandom4() supported by BSD is another PRNG, requires BSD support in the embedded
system. In the Microsoft Windows platforms BCryptGenRandom() can be benefited for generating strong
random numbers, however, it requires a powerful embedded system that can run the MS Windows operating
system. Another popular programming language Python incorporates a PRNG algorithm called Mersenne
Twister [16] for generating random numbers with random() in the random.py library. Then again, besides its
random function’s cryptographically weaker nature, Python is also itself a resource-heavy programming language
for implementing on 8-bit and 16-bit microcontrollers with low resources. Similarly, achieving a better random
number generation algorithmically in Python or similar other high-level languages can be resource-heavy for
low-cost microcontrollers.

In TRNGs, physical entropy sources are employed instead of mathematical models [8]. These generators
do not require any initial seed and the generated sequence of numbers are unique and not repeatable. The
entropy source is sampled and digitized. Then various statistical tests are performed for measuring the strength
of the generator. As the entropy source thermal noise on electrical components [9, 10], phase jitter in oscillators
[11–14], chaos [15, 17–20], spintronic [21] or optical sources [22] can be utilized. These implementations require
advanced setups that require complex instrumentation and cover a large area. Therefore, they are not suitable for
low-cost microcontroller-based applications. Another solution to gather a random number is using a web-based
random number generator service. With this method, the necessary complexity of the true random number
generation and the usage of extra resources for the generation process are overcome by remote computing
solutions [23, 24]. However, for this type of solution, it is essential to provide internet connectivity to the
embedded system. This means using additional hardware and software components in the application, and
therefore, increasing the overall cost. Additionally, an internet service must also be present in the environment
where the system is placed.

The strong number generation is required not only for high-performance systems, but it is also a necessity
for low-cost electronic systems where data security is critical; such as data logging, smart locks [25] and low
data rate wireless communication systems for IoT [26]. On the other hand, for such low-cost embedded system
applications in which the hardware resources are limited, it is a challenge to create a random number generator
both strongly secure and resource-efficient [27, 28]. These systems are generally battery-powered and lack high
computing power. In this work, a fast, compact, easy-to-implement, ultralow power, cryptographically strong
random number generator that is suitable for low-cost microcontroller applications that requires data security
is proposed. In the proposed random number generator, an integrated CMOS photodiode manufactured in 180
nm standard CMOS technology is used as the entropy source in a photovoltaic mode that does not consume
any power. Moreover, the proposed method enables the utilization of the CMOS photodiode for both signal
reception and random number generation in low-power visible light communication systems.
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2. Related work
In the literature, using optical components as quantum entropy source for a TRNG is commonly reported
[22, 29–33]. For example, an intradyne receiver is utilized to achieve wide noise bandwidth of 11GHz [22].
It is also possible to use the random radiation intensity of superluminescent light-emitting diode (SLED) to
generate random numbers [29]. Silicon nanocrystals light source can also be used as an entropy source for
optical random number generation [30]. Generating random numbers using the optical heterodyne of two
chaotic optical-feedback semiconductor lasers as entropy source is also reported [31]. The dark current noise
in active-pixels in CMOS image sensors can also be exploited for generating true random numbers [32]. These
implementations provide high performance and strong randomness due to the quantum nature of the entropy
source. However, they mostly require advanced setups, high perfromance computing units (DSP [22], FPGA
[29, 30], PC CPU [32], and methods that are not easily available for low-cost embedded system implementations.

In the literature, FPGA as an embedded processing unit is mainly preferred for generating true random
numbers using optical entropy sources due to its up to 343 Gbps throughput capabilities [34]. However, the
number of reported random number generators for low-cost low-power embedded systems are highly limited
in the literature [27, 28, 35–37]. These implementations are designed mostly for obtaining high-entropy keys
[35]. For obtaining such keys, noisy entropy sources are used such as biometrics [36], quantum information [37].
Yet again, these reported implementations are utilized on RISC-based CPUs where the CPU frequency is in
order of 100 MHz. Achieving a random number generator with a resource-limited low-cost low-clock frequency
embedded system remains a challenge.

3. System description

Figure 1 shows the block diagram of the proposed random number generation method firmware. An integrated
CMOS photodiode is connected to the ADC pin of a microcontroller. It is important to note that the proposed
method can be utilized in any embedded system that contains an available ADC input pin. In order to get the
random numbers, the photovoltaic mode of the CMOS photodiode which serves as the entropy source for the
proposed random number generator is utilized. The proposed method also allows the usage of the integrated
CMOS photodiode as an optical signal receiver for various other tasks in the application.

MICROCONTROLLER

ADC
LSB

Extraction

Bitstream

ConstructionCMOS

Photodiode

GND Delay

Noise

Sources

Figure 1. Block diagram of the proposed random number generation method.
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3.1. Integrated CMOS photodiode as the entropy source

The proposed method depends on the noise performance of the integrated CMOS photodiode. The overall
internal noise of the photodiode is determined by shot noise, thermal noise, flicker noise, and generation-
recombination noise factors [38]. In the photovoltaic mode employed in the proposed method, the thermal
noise due to the shunt parasitic resistance of the photodiode dominates the overall noise. The noise current,Ij ,
generated by the thermal noise is given by:

Ij =

√
4kTB

Rsh
, (1)

where k is the Boltzmann constant, T is the temperature, B is the bandwidth, and Rsh is the shunt
resistor of the photodiode. It is important to note that the thermal noise is internal to the photodiode. There are
also external noise sources, such as emission fluctuations of the optical sources nearby the photodiode. Figure 2b
shows the equivalent circuit model of a photodiode and the parasitic components in the photodiode model. For
gathering the external noise sources, the diode parasitic, Cd , Rd and Rs , are the important parameters. The
parasitic capacitance affects the performance of the proposed method significantly. It is important to note that
besides the optical noise sources also the electromagnetic noise sources coupled to the system through connected
cables and terminals of the photodiode. In a reverse-biased photodiode the capacitance is dominated by the
junction capacitance Cj = σSiσ0A/Wd , where A is the photosensitive area, Wd is the depletion region depth.
However, since the ADC requires positive voltage values for proper conversion this region is not suitable for
the proposed method. In the photovoltaic mode, the photodiode is forward biased. In this mode, the diffusion
capacitance (Cd = d∆Q/d∆Vd , where Q is the total charge in the capacitor and Va is the bias voltage.) is
dominant over the junction capacitance. For an integrated photodiode, the capacitance is generally in fF range
[39, 40] and it is significantly lower than the capacitance of off-the-shelf photodiodes (in pF −nF range) is due
to the much shallower junctions and less total charge (Q) present in the submicron standard CMOS processes
(50–300 nm). Therefore, compared to the off-the-shelf counterparts, most CMOS photodiode implementations
are unable to efficiently filter out the high frequency optical and electrical noise coupled to their terminals and
photosensitive areas. This results in lower spectral responsivity and a higher noise profile than the off-the-shelf
solutions. Thus, the integrated photodiodes in the standard CMOS processes are relatively poor optical-to-
electrical converters but this situation makes them good entropy sources for random number generation in a
noisy environment.

p-substrate

n-well

p+ n+ p+

Anode Cathode

(a)

ip Cd Rd

Rs

(b)

Figure 2. (a) Cross section of an integrated p+/n-well junction photodiode in a standard CMOS process, (b) Equivalent
circuit model of a photodiode.
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3.2. Random number generation implementation

In the proposed method, the focus is on implementing a random number generator for low-cost microcontrollers.
In contemporary implementations of random number generators in microcontrollers, PRNGs are utilized mostly
for their efficiencies. The PRNGs mostly require to be provided by an initial random seed to achieve crypto-
graphically strong sequences of random numbers. If the random seed number not provided, however, they are
cryptographically strong, the generated sequence of random numbers is always identical. This circumstance
causes low-cost microcontrollers, not suitable for most cryptographic applications that require random numbers.

Algorithm 1 Pseudo-code of the proposed random number generation algorithm.
1: procedure Generate Random Number
2: Begin configuration of the analog pool registers
3: Selection of analog input channel
4: loop:
5: Clear ADC register
6: Set ADC input channel for photodiode sensor
7: Start conversion
8: Get ADC input
9: Store ADC output as adcout1

10: Wait for adcout1 amount (for performance purposes microseconds as the time unit should be preferred)
11: Clear ADC register
12: Get ADC input
13: Store ADC output as adcout2
14: Extract LSB from adcout1
15: Extract LSB from adcout2
16: XOR LSBs and store the bit
17: if Stored number of bits = 8 then Construct Integer by performing bitwise concatenation
18: Reset variables

To achieve cryptographically strong random numbers, the algorithm expressed in Algorithm (1), that
exploits the least significant bit (LSB) of the ADC binary output is proposed. The LSB in the ADC binary
output is the most sensitive digit to noise and hence it contains the most binary entropy. In the proposed
algorithm, the ADC output value is stored as an integer. The LSB is extracted from this stored integer.
Then, the stored integer is used to apply a finite delay. The delay time unit can be arranged according to
the embedded system in use. However, this delay directly affects the execution time of the random bitstream
generation. Therefore, the smallest possible time delay should be preferred for increasing the frequency of the
random bit generation. Hardware timer units or simple software delays can be utilized in this step. After the
delay period, another integer and related LSB are gathered from the ADC output. The LSBs of the two integers
are then subject to bitwise XOR operation to obtain a final bit output. Bitwise XOR operation is preferred over
other bitwise operations, i.e. AND, OR, due to the better performance related to the null elements theorem
in Boolean algebra. That is, with a bitwise AND operation ’0’ bit value becomes dominant, while in a bitwise
OR operation ’1’ bit value dominates the output in the proposed serial bitstream generation process. The XOR
operation also eliminates the long runs of ’1’ s in the bitstream, which is an important feature of a strong
random bitstream. It is important to note that the proposed algorithm does not belong to the XOR shift family
of random number generator [41], due to the lack of an initial seed and shift operations in the process. The bit
value obtained from the bitwise XOR operation is stored and then used to generate a bitstream. The number
of consecutive sampling and XOR operations can be increased to achieve stronger random numbers. If random

551



Sarıoğlu/Turk J Elec Eng & Comp Sci

integer numbers are required, integer numbers are created by applying bitwise concatenation to the generated
bitstream.

The bit-depth of ADC is another important factor in the proposed method. The method depends on
fluctuation on the ADC input hence an analog voltage input value higher than ADC resolution is essential. The
resolution of an ADC can be calculated as V DD×2−n , where V DD is the supply voltage of the microcontroller,
n is the bit-depth of the ADC. The most current generation low-cost microcontrollers contain a 10-bit ADC,
hence with a 5V supply voltage value, the resolution can be calculated as 4.88mV for these microcontrollers.
With a 12-bit ADC, this value drops to 1.22 mV, which is a significant four-fold drop. The analog input of the
ADC should at least reach this voltage level to change the LSB. To get a positive voltage on the ADC input pin,
the pin can be left floating with a high impedance to act as a monopole antenna and receive EM radiation in the
environment. This is the most favorite method to get the initial random seed for PRNGs in microcontrollers.
However, it is demonstrated in the experimental results section of this work that the floating ADC input pin
method does not bring about strong random numbers by itself. Hence, the seed generation itself is not a strong
random number generation, which can lead to security problems for repetitive encryption operations. But then
again, this case shows us that it is at most important to distinguish where the noise originated when ADC,
cables, and PCB are used together in a random number generator. The wrong assessment can give rise to the
faulty assumption that the entropy source is the cause of the observed randomness. The proposed algorithm
does not include any sort of loops and complex computations. Hence, the computation complexity of the method
can be given as O(n), since it directly depends on the number of bits generated.

3.3. Limitations of the proposed method
It is important to note that the proposed method is designed for low cost, resource-limited embedded systems
that require cryptographic operations (e.g., encryption of transmitted data in IR or low data rate wireless
communications in IoT) and it is not suitable for high-performance high resource-demanding applications (e.g.,
blockchain) that may require Gbps throughput. This limitation comes from both CPU speed (that is in 2 to
16 MHz range for most low-cost microcontrollers) and related to this fact, the rather slow sampling time of
the ADC in these microcontrollers. As a result of the low-frequency clock input present, the throughput of the
proposed method suffers. The overall throughput of the proposed algorithm can be calculated as:

frng =
1

tconv + texec + tdelay + tcom
, (2)

where tconv is the conversion time of the ADC, texec is the execution time of the computations in the proposed
algorithm (successive XOR and optional bitwise concatenation), tcom is the optional transmission time of the
generated numbers over serial communication. If the generated numbers will be used internal operations on the
same device, tcom can be ignored. If we consider implementing the proposed algorithm on the popular Arduino
platform the resulting throughput can be calculated as; for ATmega 328p microcontroller, tconv = 13/fADC

if we ignore the setup of the ADC; texec ≈ 300/fCPU ; tdelay is dependent on the received data; which can
be between 0 and 1023. We may assume tdelay = 100µs as an average for a typical room condition with
microseconds range delay is employed. The resulting throughput of the proposed random number generation
for this case is then found to be frng ≈ 5.4Kbps which is suitable for most low-cost, low-power embedded
system applications with low data rate [42]. Due to the relatively slow throughput of the system, the generation
of moderately large files sizes (>10MB) requires a long duration. For instance, with 5.4 Kbps throughput
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of the system, to generate 1 GB of random numbers, 18 full days are required which is impractical for most
embedded system applications. However, for the target of this work, low data rate applications, the required
data size is much lower. For instance, for a smart air monitoring system, the air quality index measurements
are taken and transmitted in 5 to 15 min intervals where the data is 1 byte long [42–44]. Hence, for one year,
the monitoring system only sends 34.2 KB to 102.6 KB of data. Therefore, for the protection of such low data
rate communication, the proposed system is suitable for encryption processes.

Another limitation of the proposed method stems from its optical entropy source where changing optical
conditions in the environment may lead to weaker random number generation. For example, a strong light
source may saturate the optical source and the ADC, which results in less strong random number generation.
However, this limitation may be overcome by placing the system in a controlled environment where the optical
conditions are stable.

4. Experimental results and discussion

The algorithm was tested in various configurations with various optical sources with the very popular low-cost
Arduino UNO Rev. 3 platform. The Arduino UNO was chosen for two main reasons (1) due to its wide
availability and (2) for demonstrating the efficiency of the proposed method on a very low-cost platform. Figure
3b shows the test setup. The setup was placed in an environment that reflects the casual room environment that
contains various electrical devices. The electrical devices were an HP Prodesk 405 4G desktop PC, Samsung
SyncMaster 2233BW monitor. The tests were carried out at different locations in the same room. The room
environment is specifically selected in this manner to underline the lack of need for special external noise sources
and environments in the proposed method. In order to remove any positive bias towards the integrated CMOS
photodiode in the tests and determine the contribution of the CMOS photodiode, various other entropy sources
were tested with the algorithm in various lighting conditions. As the entropy sources (1) a CMOS integrated
photodiode fabricated in 180 nm UMC technology in CLCC44 package shown in Figure 3a connected through
20 mm cables, (2) IXYS KXOB22-04X3F Mini solar panel (active area 1 cm2 ) through 50 mm cables, (3)
MTPD1346D InGaAs photodiode (package TO-46, spectral sensitivity 600 nm–1750 nm, active area 0.8 mm2 ),
(4) floating ADC pin, (5) floating ADC input pin with 20 cm cable as a monopole antenna to pickup EM noise,
(6) floating ADC input pin with 20 cm cable and 20 cm cable connected to GND pin of Arduino UNO to
act like a dipole antenna. To investigate the noise generated due to the IC package and cables, the following
tests were added; (7) the ADC input pin connected through 20 mm cables to the cathode pin of the CLC44
package of CMOS IC, (8) GND of UNO connected to the cathode pin of the packaged CMOS IC via 20 mm
cables. The A0 ADC channel of UNO was selected. The light intensity in the room was measured as 110 lux.
In the consequent measurements, different light intensities were applied through a white power LED placed 1
mm above the CMOS photodiode to test extreme illumination effects on the algorithm. Various bitstreams
containing up to 7,200,000 bits were generated, and from these bitstreams, 8-bit signed integers were formed.
Figure 4a shows the generated 8-bit integers with their respective array index. Figure 4c shows the histogram
constructed using the generated integers. Furthermore, to visually investigate the randomness, 2D plots were
created from the bitstreams in each test using a custom Python script. Figure 5a shows the 2D plot of the
algorithm used with the integrated CMOS photodiode in 110 lux room, Figure 5b shows the plot of the ADC
output connected to the integrated CMOS photodiode in the same illumination, Figure 5c shows the plot of the
ADC value with the floating ADC input pin, Figure 5d shows the algorithm with the floating ADC pin. Even
without the statistical tests, it is visually evident that the proposed method results in a significant increase in
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randomness even with a floating ADC pin.
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Arduino UNO

InGaAs

photodiode

Mini Solar

Panel
CMOS IC

(b)

Figure 3. (a) Micrograph of the integrated CMOS photodiode manufactured in 180 nm standard CMOS technology,
(b) measurement setup with the test components.

To compare the experimental data, the approximate entropy plots were also derived. The approximate
entropy is a fast and reliable measure to test the irregularity and randomness of any time series [45]. The
approximate entropy algorithm can be formulated as;

ϕm(r) =
1

N −m+ 1

N−m+1∑
i=1

Cm
i (r), (3)

where N is the number of elements in the sequence, m is a nonnegative integer, r is a positive real number,
Cm is a special term calculated using m ,r and N . Then ApEn value can be calculated as;

ApEn(m, r) = lim
N→∞

[ϕm(r)− ϕm+1(r)] = 0. (4)

Figure 4b shows the ApEn result for the different number of bits of the single random number generation
session. In these runs, m = 1 and r = 0.01 values are used. The test shows ApEn p-value never reaches less
than 0.09 and it shows strong randomness for even 5000 bits. This demonstrates the feasibility of the algorithm
for applications that require a short or a long stream of numbers.

The monobit test from the NIST-SP800-22r1a suite [46–48] is also used to measure the performance of
the generator with various sizes of the generated bitstream. This test focuses on the proportion of zeroes and
ones for the entire bitstream. The purpose of this test is to determine whether the number of ones and zeros
in the bitstream are approximately the same. If the computed P-value in the test is greater than 0.01, then
conclude that the sequence is random. All subsequent tests in the NIST suite are conditioned on having passed
the monobit test. In this test, bits in the bitstream are converted +1 and −1 and summed together as Sn

value. Then p-value is computed with P = erfc(Sn/
√
2n) , where erfc is the complementary error function
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Figure 4. (a) Generated 128,510 8-bit signed integers (1,028,080 bits) ranging between (-128,127) using integrated CMOS
photodiode and the proposed algorithm, (c) histogram of the same integers generated using the proposed method, (b)
approximate entropy test result (m = 2, r = 0.01), (d) monobit test result for the same bitsream.

and n is number of bits in the bitstream. Figure 4d shows the obtained results from various sizes from 5000
to 1,028,080 bits. The results show that the proposed method passes the monobit test even for small-sized
samples.

To test the strength of the generated bitstreams NIST-SP800-22 test suite [46–48] and AIS 31 tests [49]
are applied. For NIST tests 1,020,080 bits and for AIS31 tests 7,200,000 bits are generated. Table shows the
result obtained by these tests. For gathering data, a Catalex MicroSD Card adapter is connected to the Arduino
UNO. 2GB LinkTech microSD card is connected to the adapter. The SD Card is chosen due to its bandwidth
value that is significantly higher than the UART serial communication. In this manner, the impact of the data
transfer during tests is minimized. All datasets are saved to the microSD card and tests are carried out with
these datasets on a PC. For NIST tests Python implementation is carried out. For AIS31 tests, the official Java
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(a) (b)

(c) (d)

Figure 5. 2D plots constructed from (a) the algorithm with the integratd CMOS Photodiode in 110 lux, (b) ADC
connected to the integrated CMOS photodiode in 110 lux, (c) floating ADC pin without algorithm, (d) floating ADC
pin with the algorithm.

test suite provided in the BSI.de website is executed with parameters; data format 1Byte=8RNDBit and RND-
BITBREITE=8 bit. All the configurations listed above are tested. The popular method of getting random seeds
from floating pins does not pass the tests and fails on each occasion. Even with 20 cm cables attached to the
floating ADC input pin and GND pin, a successful result was not attainable. In another test, values obtained
directly from the ADC when integrated CMOS photodiode connected are gathered. This configuration also fails
in the tests. However, when the proposed algorithm with the floating pin is utilized together, an improvement
is observed where the DFT test in the NIST suite is passed. In a typical room lighting with 110 lux, when the
optical sources listed above are used, the tests fail. When the integrated CMOS photodiode is used in the same
environment, a strong result that is comparable with the random() function in stdlib is observed. The difference
between the optical sources is determined to be mainly due to the internal parasitic capacitance differences.
The capacitances of the mini solar panel and InGaAs photodiode are measured as 48 nF and InGaAs as 82
pF respectively in the same 110 lux environment. The relatively small capacitance of the CMOS photodiode
is unable the filter our high-frequency noise. This theory was tested by adding a 100 nF capacitance between
the terminals of the integrated CMOS photodiode, which expectedly results in failed NIST tests. The tests
are repeated in four different illumination conditions; (1) applying over 100,000 lux with a 1 W white power
LED placed 1 mm above the CMOS photodiode, (2) placing the system in daylight with approximately 1000 lux
illumination, and (3) dark environment (approx. 0 lux), and (4) free running in various illuminations between
0 lux-1100 lux. With the extreme condition of the 1 mm proximity placement of the power LED, in the worst-
case test results, the proposed generator is still able to pass Frequency Within Block, Longest Run Ones In A

556



Sarıoğlu/Turk J Elec Eng & Comp Sci

Block, Discrete Fourier Transform, Non Overlapping Template Matching tests in the NIST suite. The system is
tested also within a dark environment. Due to internal noise generated on the diode and peripheral connections,
the proposed generator passed the NIST tests successfully. In order to measure the success of the proposed
method, the maximum allowed rejection rate presented in [50] is calculated in three different light intensities of
0 lux, 100 lux, and 1000 lux. The maximum allowed rejection rate for a set of sequences, ρ , can be computed
as;

ρ = s

(
α+ 3

√
α(1− α)

s

)
(5)

where α is the significance level, s is the number of sequences used in the computation.
The total number of sequences is set to 126 with 1,028,080 bits generated in each sequence. The sequences

are generated in 0 lux, 110 lux, and 1000 lux illumination levels (42 sequences for each illumination level).
The number of rejections is found to be 3 for 0 lux (one sequence failed in DFT test with p = 0.0026, one
sequence failed in random excursion test with p = 0.00029 and one sequence failed in random excursion variant
test with p = 0.0063), 3 for 110 lux (for all rejections, only random excursion tests are failed with a minimum
p = 0.00399), and 3 for 1000 lux ( one sequence failed in cumulative sums test with p = 0.005, one sequence
failed in random excursion variant test with p = 0.0059, one sequence failed in frequency within block test
with p = 0.00248). The calculated significance levels are 1.5% for the listed illuminations. The free-running
system in combined illuminations is calculated to have a 7.2% significance level. It is important to note that
no postprocessing is applied in the tests and for each rejection, only one test failed. Furthermore, the obtained
results are significantly higher than the common random number generation method of using floating ADC
pin in microcontrollers, which results in a 100% rejection rate and 100% significance level. Higher optical
illumination levels that saturate the CMOS photodiode results in rejection of all generated sequences with at
least more than one test failure. It is important to note that Rabbit, Alphabit, and FIPS-140-2 batteries in
TestU01 suite are also passed successfully with 1,028,080 random bits generated with the proposed system.

5. Conclusion
A method for generating strong random numbers for low-cost microcontrollers using an integrated CMOS
photodiode is proposed. The proposed method utilizes an integrated CMOS photodiode in the photovoltaic
mode as the entropy source. To generate the random numbers, analog values from the photodiode are captured
with ADC serially, then the LSB of these numbers are extracted. In the final step, a bit is constructed by applying
logical XOR on to the captured LSBs. The method is tested on an Arduino UNO board in a typical room
environment. The proposed random number generator is implemented with an integrated CMOS photodiode
manufactured in 180 nm standard CMOS technology. NIST-SP800-22r1a suite and AIS31 test suite are applied
to the numbers generated. The proposed method passes the tests at high scores.
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