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Abstract: As the number of Internet of Things (IoT) applications increases, an efficient transmitting of the data
generated by these applications to a centralized cloud server can be a challenging issue. This paper aims to facilitate
transmission by utilizing fog computing (FC) and software defined networking (SDN) technologies. To this end, it
proposes two novel content based forwarding (CBF) models for IoT networks. The first model takes advantage of FC to
reduce transmission and computational delay. Based on the first model, the second model makes use of the prioritization
concept to address the timely delivery of critical data while ensuring the data rate and delay requirements. Extensive
simulations are conducted to evaluate the proposed models and uncover their impact on throughput, delay, and loss rate
metrics. According to the results, the proposed models ensure efficient transmission and low computational delay. In
addition, the second model has the ability to transmit critical data more effectively.
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1. Introduction
Fog computing (FC) is a recent paradigm that offers additional capabilities to cloud computing by moving the
computing, storing, and networking processes to the edge of the network. It is a complementary technology
that supports latency-sensitive and location-aware applications by distributing its applications and services to
the closer to the end users [1, 2]. Fog servers are located in the middle of the cloud server and end users, and
they are preprocess the data before transmitting it to the server in order to alleviate the burden on the cloud
server [3].

FC is highly recommended in delay-sensitive applications such as virtual reality and multimedia streaming
[4, 5]. Therefore, ensuring quality of service (QoS) during the transmission of data is critical. Furthermore,
different flow protocols need to be defined according to the content and importance level of the flowing data
since Internet of Things (IoT) data is highly heterogeneous. Instead of transmitting all of the data through the
network, aggregating them in the fog servers or prioritizing them according to data types may greatly decrease
the density of traffic and increase the performance of the network accordingly [6]. For example, in some cases
like healthcare or air quality monitoring, fog servers can be customized for a certain type of service. In such
cases, the relevant data generated by geo-distributed IoT devices should be routed over the network to the
related fog server that is specialized for that service [7]. To this end, priority-based approaches can be used to
∗Correspondence: yasininag@gazi.edu.tr
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forward data to the related fog servers. By considering priority during the transmission of data, it is ensured
that the important data reaches the related fog server more quickly. It helps fog services ensure sustainability
with reduced download delays, less bandwidth usage, improved content availability, and reduced cost [8].

During the transmission of the data from IoT devices to the related fog servers, topology changes may
occur due to the large number of devices being connected to the network. Depending on environmental
conditions, some active nodes may fail or new nodes may join the network and become active. When instant
dynamic changes occur in such a network, managing or controlling the network becomes quite difficult with
traditional methods. By separating the network as data plane and control plane, software defined networking
(SDN) is offered as a promising solution to this problem with the aim of making the network more flexible
and manageable. It provides global control of distributed fog servers, and supports priority management, error
control, and energy and delay optimizations [9, 10].

Following the observations given above, in this paper, we tackle the priority based data forwarding
problem in IoT networks that employs FC and SDN technologies. We propose two novel content based data
forwarding models and implement them using network flow of a realistic IoT based air quality monitoring
network. The network flow is generated using the real air quality monitoring data set of İstanbul, which is not
only the most populated city in Turkey but also one of the most populated cities in the globe.

In traditional IoT networks, collected data is usually transmitted to a single server without considering
the content or application type. Considering the traffic density and bandwidth bottleneck, in the proposed
models, there are fog servers each of which is dedicated to a certain data type and/or application. Fog servers
are connected to the main cloud server and there are several IoT sensors responsible for generating different
types of data. In addition, there is an SDN controller responsible for managing which data should be routed
to which fog server. In our first proposed model, called content based forwarding (CBF) via SDN (CBF-SDN),
the SDN controller determines the forwarding rules based on IoT data content. The purpose of this approach
is to collect same type of data in a single fog server, thereby reducing the computational latency. The second
proposed model, named priority enabled content based forwarding via SDN (PCBF-SDN) two types of queue
structure are employed when processing IoT data. In the first model, all IoT data are considered equal and
sent to their corresponding fog servers. The other queue model prioritizes IoT data based on the application
and/or data type. Based on this prioritization, in addition to FC, a copy of critical data is sent to the cloud
server directly in case of any emergency situation to make sure critical data is able to be carried effectively and
with less delay. The purpose here is to make quick decisions on the cloud server in case of an emergency. In
order to present the advantages of the proposed models, extensive simulations are performed using a realistic
network flow.

The main contributions of the paper are given as the following:

• To the best of our knowledge, this is the first study that proposes and implements priority enabled content
based data forwarding using the SDN technology in FC based IoT networks.

• Two different content based data forwarding models are proposed and implemented to reduce transmission
delay.

• Extensive simulations are performed using a realistic air quality monitoring network scenario to show the
effectiveness of the proposed models.

The rest of the paper is organized as follows: Section 2 examines the related works on content based
forwarding and SDN based prioritization in the literature comprehensively. Section 3 provides brief background
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information about the building blocks of the proposed models. The details of the proposed models are explained
in Section 4. Extensive simulation results are presented and discussed in Section 5. Finally, Section 6 summarizes
the paper and presents the future directions to guide the interested readers.

2. Related work
This paper focuses on priority-based content-based forwarding through SDN technology for FC based IoT
networks. In SDN-supported networks, resource management is done according to forwarding and data priority.
Resource management for SDN-based cloud or SDN-based FC is essential to ensure QoS. The importance of
resource management for priority and effective data forwarding has been emphasized in the literature. Creating
different flow rules and queue structures increases performance by allocating more resources to priority data
[11].

Prioritization of network flows and packets is used to overcome numerous network performance problems.
One of the most commonly used and efficient approaches for prioritization is the utilization of SDN. In [12],
an SDN based control plane is developed for a university campus that suffers from heavy congestion and low
QoS problems. By prioritizing data packets that are identified as important, higher QoS levels are acquired
for important services. In the paper, video surveillance is selected as an important service and simulations are
implemented on Mininet. In [13], a solution is proposed for transmission disruptions and packet losses happening
during dynamic changing of flow rules in SDN controlled networks. The proposed method, namely priority based
flow control, provides robust and disruption-free data flows. By prioritizing flow rules, this proposed method
reduces the complexity of flow modification process. Therefore, it reduces the time-complexity of control plane
processes.

Lu et al. [14] proposed a model that optimizes the use of network resources for emergencies in SDN-
supported networks. They provide QoS for process or data forwarding, which takes priority in emergencies.
They propose solutions by dividing the network into multiple flow paths according to the priority and essential
requirements of the operations. This model provides maximum throughput by calculating different commu-
nication paths. Shinkuma et al. [15] proposed machine learning algorithms to prioritize real-time data in
SDN-supported networks. Priority is defined by processing the data on edge-cloud servers. Mobile traffic logs
are prioritized according to bandwidth usage. Similarly, in [16], a huge volume of data is generated from IoT
devices, and high bandwidth is needed to transmit this data to servers. To overcome the mentioned problem,
a novel application sensitive model for SDN-supported networks is proposed. While ensuring QoS with the
proposed model, delay, jitter, and packet loss metrics are compared.

Diro et al. [17] proposed a new model in SDN-supported networks to provide priority-based service quality.
In the paper, different flow paths are created for IoT data with different levels of priority. The flowchart that
IoT data will be transmitted over is determined in accordance with the priority of the data. Priority data is
transmitted directly, while nonpriority is kept in a separate queue. The proposed model achieves throughput
and loss rate advantages by forwarding urgent (priority) packets. Bardalai et al. [18] proposed OpenFlow-based
routing methods according to the priority and importance of the data obtained from IoT devices in healthcare
systems. According to the authors, the importance of analyzing and transmitting health data after Covid-19
has increased considerably. Therefore, these data must be transmitted without data loss and with minimum
delay in the network infrastructure of the priority ones. In the proposed model, queue-based communication
is proposed. According to the importance level of the data, it is transmitted over one of the multiple queues.
According to the simulation results, throughput and delay have been improved in the transmission of high
priority data.
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Ghazi et al. [19] simulated a vehicular ad-hoc network (VANET) based model that prioritizes emergency
messages and transmits them to the network. Increasing data traffic in networks reveals the importance of
priority data forwarding. Furthermore, it is a great advantage that the controller software can be implemented
dynamically. For this reason, networks can be reorganized according to changing data priorities and systems.
In SDN-supported vehicular networks, priority-based multipath model is recommended to be used in emergency
and priority situations. Through the implementation of multipath model, network continuity, resiliency, and
priority data transmission are ensured [20, 21].

3. Preliminaries
This section presents the assumptions and brief information about the emerging technologies that are employed
in our proposed models.

3.1. Assumptions
In order to define the relationships among layers and realize in-depth analysis, the following assumptions are
made.

• Traditional IoT architecture collects and processes all the data coming from different IoT sensors on a
single server.

• In the traditional IoT architecture, each sensor conducts IP-based or port-based data transmission.

• In CBF, the data is transmitted to the related fog server which is determined by the SDN controller.

• IoT data can be prioritized based on user defined threshold values. The prioritized data can be differen-
tiated from regular data in fog servers during the data preparation.

• There are multiple paths to the main server having different bandwidths.

• Each sensor is capable of transmitting 900 packets per hour.

• The size of each packet is set to 75 bytes.

3.2. Fog computing
The sharp increase in the number of IoT devices and, accordingly, the massive amount of data produced by
these devices push the limits of cloud computing and bring many challenges, including network bottleneck, high
latency in response time, and QoS degradation. FC is a promising computing paradigm to compensate for these
challenges in cloud computing by getting closer to the network’s edge. Thus, compute, storage, and networking
services can be performed locally at the edges [22].

FC offers a highly virtualized platform where distributed fog servers are positioned in between cloud
servers and end users, which creates a hierarchical structure where fog servers act as relay nodes responsible
for connecting them to each other. This structure generally poses three or more tiered structure where each
tier has different responsibilities during the transmission of data. The bottom tier called terminal tier consists
of smart IoT devices that generate a huge amount of heterogeneous IoT data. Once IoT devices generate its
data, terminal tier sends the data to the fog tier located at the middle of the structure. Fog tier includes many
distributed fog servers, responsible for storing the data temporarily and preprocessing them before transmission
to the cloud tier. Instead of transmitting all the data to the cloud, fog servers generally are utilized to eliminate
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the redundant data or aggregates [23]. Hence, the bandwidth utilization is reduced, and the load on the cloud
server is lightened by reducing the total amount of data. After preprocessing the data in fog tier, the obtained
data are sent to the cloud tier for further processing like batch analytics and permanent storage [1, 4].

The application areas of FC are very diversified as from smart cities [24] to smart grid [25], from traffic
lights [26] to vehicular systems [27], from healthcare [28] to industrial systems [29]. Especially, due to its
geographically distributed structure and proximity to the sources, FC is more applicable for applications that
require a fast response time and mobility support such as smart traffic lights, emergence response systems, and
augmented reality. FC also supports aggregation, privacy, and security depending on the application type [30].

The connection between fog layers is established through different communication technologies. Due
to the proximity to the end users, generally, wireless communication technologies such as wireless local area
network, WiFi, 3G, 4G, Zigbee, and even 5G are used for the connection between end users and related fog
servers. Also, wired or wireless communications are realized among fog servers. Lastly, fog servers connect to
a cloud server over IP core network [4]. According to the status of the devices, the task to be performed, the
link quality between devices, and the quality of the requested services, the priority of the communications is
determined.

3.3. Software defined networking

In traditional networks, each forwarding element has its own control and data planes. Control plane is
responsible for logical operations such as routing optimization, system configuration, and management. On
the other hand, data plane is responsible for moving the data to the next destination [31]. In this regard, a
network can be considered as a distributed structure consisting of many independent and autonomous devices.
After defining a forwarding policy among the network devices, manual configurations may be needed to change
the defined policy. For example, in case of an instant topology change, traditional networks fail to adapt to the
change due to their limited flexibility and low manageability [32]. In order to compensate for the shortcomings
of the traditional networks, SDN technology is proposed [9]. SDN is a rapidly growing technology that enhances
IoT networks’ abilities of flexibility, programmability, and manageability by decoupling the network as data plane
and control plane. This separation makes it possible to move network intelligence to a logically centralized SDN
controller that can maintain a global view of the network and provides a programming interface for the network
applications [33].

SDN structure consists of three tiers including infrastructure, control and application tiers which are
connected to each other through southbound and northbound interfaces. The infrastructure tier is positioned
at the bottom of this structure and composed of forwarding elements. According to their flow tables, forwarding
elements (i.e. switches, routers, and access points) take actions upon arrival of a packet. The taken action can
be transmitting a packet to a controller or an accessing point, dropping or rewriting some headers, etc. The
interaction and connection between control and infrastructure tiers are provided by southbound interfaces.
OpenFlow [34] is one of the most popular southbound interfaces which enables installing of flow entries in
switches, and manages the traffic according to flow entries. Control plane is positioned in the middle tier,
containing one or more controller devices that are responsible for controlling and managing all forwarding
elements located at the infrastructure tier. Controllers also are able to connect to the application tier which
resides at the top of the SDN structure, via northbound interface which provides isolation from the data plane.
Hence, applications do not have to be informed about the details of data plane like network topology. The
application tier is responsible for programmability, security and network configuration [35].
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Since the emergence of the SDN concept, it has been adopted in many domains such as vehicular networks,
wireless sensor networks, and cloud computing to simplify network management and provide real-time processing
and high availability [36–39]. More recently, the usage of SDN is shifted to the FC paradigm [40]. SDN makes
many enhancements like QoS provisioning [41], load balancing [42], task optimization [43], security and reliability
[44] possible for dynamic fog based IoT networks. By managing the underlying distributed fog servers and IoT
devices, administrative decisions like forwarding optimization, error control, and priority control can be made
globally and effectively by SDN controllers.

3.4. Data preparation and application scenario

To show the effectiveness of the proposed models, a realistic application scenario is developed. Using the air
quality data provided by the data portal of the Ministry of Environment, Urbanization and Climate Change of
Turkey, a data set is created. Among the pollutants monitored by the ministry, nitrogen dioxide (NO2), sulphur
dioxide (SO2), particulate matter with size <10 micrometer (PM10), ozone (O3) and carbon monoxide (CO)
are selected. The rest of the pollutants are discarded. Using the data set, an air quality prediction scenario
is created. The data set is processed and sensor readings are used to acquire a realistic network flow. Then,
the network flow is simulated using the proposed models to show the effectiveness of the proposed model. The
Ministry of Environment, Urbanization and Climate Change of Turkey which has an air quality monitoring
network that consists of 339 air quality monitoring stations spread across the country. Since İstanbul is the
most populated city in Turkey and has the highest number of stations, it is selected as the location of this case
study. Consequently, as shown in Figure 1 air quality data of 29 stations from İstanbul are selected for the
study. In the figure, white circles symbolizes for IoT devices, red nodes symbolizes fog devices and the yellow
node symbolizes the cloud center.

Figure 1. The network structure.
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Pollutant concentrations of the year 2019 are downloaded from the portal of the ministry [45]. The last
day of the year is discarded and total duration is decomposed into hourly intervals. In total, 8736 time-slices
are acquired. Data densities of time slices’ (rows) and pollutants (columns) are calculated. Pollutants and time
slices with more than 10% missing data are discarded. Concentrations lower than zero or higher than a specified
upper bound are labelled as ”outlier”. Outlier values are replaced with NaN, and all missing values are imputed
with KNNimpute algorithm [46].

Two types of prediction mechanisms are implemented, namely cross-pollutant and spatial prediction.
Cross-pollutant prediction (CPP) is performed at each station to acquire a local prediction. To predict a
pollutant’s concentration, timely features (season,DoW,HoD) and concentrations of all pollutants from last
two hours are used. CPP is performed for each pollutant at every time slice. Therefore, at every time slice
each station makes a prediction of all monitored pollutants for the next hour. As an example, performed CPP’s
of station 4 for CO is given below. CPP (A,B,C) stands for station A ’s CPP for pollutant B at the C ′th

time slice. Likewise, M(D,E, F ) stands for station D′s monitored concentration of pollutant E at the F ′th

time slice. S(G,H) , DoW (G,H) and HoD(G,H) stands respectively for season information, day-of-week
information and hour-of-day information for station G at the H ′th time slice.

• CPP (4, CO, t) = Predict(S(4, t) , DoW (4, t) , HoD(4, t) , M(4, CO, t−1) , M(4, NO2, t−1) , M(4, O3, t−
1) , M(4, PM10, t−1) , M(4, SO2, t−1) , M(4, CO, t−2) , M(4, NO2, t−2) , M(4, O3, t−2) , M(4, PM10, t−
2) , M(4, SO2, t− 2))

Second type of prediction is spatial prediction (SP). SP aims to predict a pollutant’s concentration using
monitored concentrations of same pollutant across other stations. In this case, we also add timely features
to enhance prediction accuracy. SP task is assigned to fog nodes, and as in CPP, SP is also performed at
every time-slice using data from last two hours. Each fog node is responsible for prediction of a single specified
pollutant for all stations that monitor the specified pollutant.

4. Proposed models

In conventional IoT networks, sensors collect data from the environment and send their data to a single server
without any regard of the content or the type of application that request the data. Hence, especially for
large-scale IoT networks, the volume of data transmitted among IoT devices may cause undesirable conditions
such as congestion, higher transmission delays, and reduced QoS levels. The concept of prioritization is shown
to be a proper solution for dealing with heterogeneous and ubiquitous IoT data [47]. Therefore, this paper
proposes two novel content-based data forwarding models for fog-based IoT networks using SDN. The proposed
high-level system architecture is shown in Figure 2. The architecture employs SDN and FC for IoT networks
and consists of components of them. The proposed models assume that the IoT network has several fog servers
(nodes), and each one of them is dedicated to a certain data type and/or application. In addition, in the models,
SDN controllers are responsible for arrival of packets to their respective fog servers. The proposed models are
implemented and evaluated using the realistic network flow generated from air quality measurements of Istanbul
province. To make it easier to understand the proposed models and evaluation scenario, detailed information
about the data and generated network flow is given in the next section.
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Figure 2. Proposed architecture of SDN based IoT/FC.

4.1. Data
The data is assumed to be collected according to the structure that is shown in Figure 1. The sensor readings
are classified according to their impact values. Higher pollutant concentrations pose a higher risk for people.
For this reason, an impact level table is generated using pollutant levels specified in [45]. As shown in Table 1,
the value ranges of the data determining the air quality are divided into 5 levels. Level 1 represents the lowest
effect whereas level 5 exemplifies the highest one. The levels 1 and 2 are considered as safe levels. Level three
is moderate air quality and points out that people with respiratory and cardio-vascular health problems can be
affected by the air pollution. Levels 4 and 5 are considered dangerous for all people and can cause long-lasting
health problems1 [45]. The data packet priority levels are assigned parallel to their impact on health.

The sensor readings in the created data set is classified according to Table 1, and the result of the
classification process is given in Table 2. Table 2 reveals that the critical pollutants that exceed threshold
values are PM10, ozone (O3) and NO2. Among these, PM10 seems to be the most critical pollutant. Because,
as can be seen from Table 2, the majority of sensor readings that exceed determined threshold values are PM10
readings for all fog nodes. The pollutants CO and SO2 seem to have a very low number of readings that exceed
their respective thresholds. The effects of NO2 and Ozone on the other hand, are not constant and change

1Air Quality Now: CITEAIR Project funded by The European Union [online]. Website https://www.airqualitynow.eu/
[Accessed: 25.09.2021]
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Table 1. Priority levels of the data.

Level 1 Level 2 Level 3 Level 4 Level 5
Min Max Min Max Min Max Min Max Min Max

CO 0 4999 5000 9999 10000 14999 15000 19999 20000 ∞
NO2 0 49 50 99 100 149 150 199 200 ∞
O3 0 59 60 119 120 179 180 239 240 ∞
PM10 0 24 25 49 50 74 75 99 100 ∞
SO2 0 174 175 349 350 524 525 699 700 ∞

Table 2. Numbers of packets in the data.

Node Pollutants Priority level
Level 1 Level 2 Level 3 Level 4 Level 5

Fog Node 1 CO 165.878 0 0 5 0
NO2 43.550 17.884 4.676 406 31
O3 31.570 876 0 0 18
PM10 55.918 19.289 4.677 1.340 841
SO2 49.497 0 0 0 1
Total (of Fog Node) 346.413 38.049 9.353 1.751 891

Fog Node 2 CO 32.546 0 0 1 0
NO2 159.883 61.251 9.837 802 173
O3 29.459 2.486 8 0 9
PM10 36.275 9.541 1.904 482 220
SO2 0 0 0 0 0
Total (of Fog Node) 258.163 73.278 11.749 1.285 402

Fog Node 3 CO 16.680 0 0 0 0
NO2 52.497 11.339 2.131 245 27
O3 118.354 24.951 580 5 763
PM10 37.968 14.235 7.351 3.088 2.757
SO2 65.402 0 0 0 0
Total (of Fog Node) 290.901 50.525 10.062 3.338 3.547

Fog Node 4 CO 49.393 0 0 1 0
NO2 62.232 3.630 103 0 6
O3 39.598 8.671 361 2 104
PM10 124.205 105.986 37.252 12.644 11.197
SO2 65.271 1 0 0 2
Total (of Fog Node) 340.699 118.288 37.716 12.647 11.309

Fog Node 5 CO 24.646 0 0 0 0
NO2 42.384 6.558 552 15 66
O3 35.663 4.717 175 1 54
PM10 56.049 16.605 5.436 1.947 1.720
SO2 202.509 0 0 0 9
Total (of Fog Node) 361.251 27.880 6.163 1.963 1.849

Fog Node 6 CO 66.631 0 0 1 0
NO2 50.800 14.333 1.316 38 1
O3 28.816 4.032 13 0 3
PM10 56.502 13.535 6.876 2.575 2.725
SO2 33.009 0 0 0 3
Total (of Fog Node) 235.758 31.900 8.205 2.614 2.732

Total Total (of Network) 1.833.185 339.920 83.248 23.598 20.730
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between fog devices. At Fog Node 1, both NO2 and ozone have limited effect on air quality at moderate level,
very limited effect at dangerous levels. At Fog Node 2, NO2 is a major pollutant and ozone has very little
effect. At Fog Note 3, NO2 and ozone have a strong effect on air quality at safe to moderate levels. At the
dangerous levels, only ozone has a strong impact on air quality. At Fog Node 4, both NO2 and ozone have
very limited effect on air quality compared to the main pollutant PM10. Similarly, at the fog nodes 5 and 6,
NO2 and ozone have very limited effect on air quality at moderate and dangerous levels. The analysis reveals
that the main pollutant that causes a decrease in air quality in Istanbul is PM10 by far. PM10 is followed by
NO2 and ozone, at specific regions of İstanbul and mostly in safe to moderate air quality levels. The pollutants
SO2 and CO have a very limited effect on air quality in İstanbul. As mentioned, the proposed priority based
model, namely PCBF-SDN, changes prioritization of packages based on how critical the package is. PCBF-SDN
handles packages based on criticality without any regard of the pollutant type. Therefore, it would be safe to
assume that the most of the packages with priority is going to be PM10 sensor readings, followed by packages
that carry sensor readings of NO2 and Ozone. CO and SO2 packages will be very rare among the packages
with high priority.

As seen from Table 2, in total 8734 hours of the network are simulated, and 2,300,681 packets are employed
for the validation of the proposed models.

4.2. First model: content based forwarding via software defined network

In IoT systems, many sensors can be connected to a computer, and thousands of sensors can be connected to
these systems. These systems are dynamic, and the needs may change rapidly over time. When requirements
change, each computer, the sensors, and the switches should be optimized again. This creates a repeated and
laborious workload in large systems. However, the routing is performed with the controllers’ support in the
switches in the proposed model. The entire system can be changed according to the needs with a simple central
update in the controller software.

With CBF-SDN, the data obtained from the sensors are tagged according to the data type, then
transmitted to the network. Tagging the data by type allows switches and controllers in the network to identify
the data. The tags are known by the controller and are transmitted to SDN-enabled data plane devices. On
the other hand, in the traditional network structure, the content of the data packet in the network layer is not
known by the network devices, which communicate by looking at only certain bits. This is the most crucial
difference that distinguishes the model we recommend from traditional ones.

The data obtained from the sensors are processed on the fog servers, and the result is transmitted to
the main (cloud) server. In addition, distributed data processing can be performed by processing different
sensors’ data on each fog server. Consequently, the proposed CBF-SDN model provides advantages in network
development by determining the location of fog servers, optimizing the network, selecting the shortest path,
etc. The fact that the controller and switches recognize the content of the data in SDN-based networks delivers
many advantages. These advantages can be listed as the following;

• In the emergency scenario, data that are lower than the specified threshold value are not transmitted on
the network, and data types obtained from some sensors are not used in the tasks specified for fog servers.
Thus, in the CBF-SDN model, the network performance is improved by preventing the transmission of
the data that is not used or unimportant by the switch.

• As the labeling is done according to the data type, the data damaged by the sensors or environmental
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factors is prevented from being transmitted unnecessarily to the servers since the controller cannot identify
it.

• Since content-based forwarding is performed, the controller performs parameter adjustments quickly and
dynamically instead of the tremendous work required by accessing the sensors. These adjustments could
be like changing the desired data type, transmitting specific data types to the fog servers, or making
changes in the network infrastructure.

• Last but not least, sensors generate data at specified times. However, data produced at different times can
be used in the same data processing. For instance, the CO sensor creates data every 5 min, but only data
generated every 30 min is used for data processing. As the controller does not transmit unused data, the
network performance is improved. Nevertheless, in CBF-SDN, the possibility that unsent data is essential
for data processing has been ignored. Hence, in the second model that we proposed, a copy of only the
important data (prioritized) is transmitted to the cloud server so that erroneous analysis results that due
to data loss are reduced and avoided.

4.3. Second model: priority enabled content based forwarding via software defined network
The sensors measuring the air quality of the environment generate continuous data flow. Moreover, since
some data types are observed to be more vital than others, as seen in Table 2, the values of the data are
also significant in defining its priority as far as they impact the analysis results. Consequently, transferring
data with a high influence on the results to a separate queue and granting privileges to this queue affects
the analysis results and network performance. As a result, the CBF-SDN structure is extended with priority
queues, and this novel architecture is called priority-enabled content-based forwarding via SDN (PCBF-SDN).
To elaborate, the data types, which are higher than the specified threshold value or just significant, directly
impact the analysis results. So, in PCBF-SDN, these significant data types are placed in a separate queue, and
they are transmitted with higher priority and more bandwidth in the network. PBCF-SDN is an extension to
CBF-SDN. Because of this reason, the flowchart of CBF-SDN and PBCF-SDN is given jointly in the Figure
3. Blue arrows in the figure are the ones shared in both models. Red ones are CBF-SDN only connections
and similarly orange connections represent PBCF-SDN only connections. As shown in Figure 3, the controller
initiates the communication between devices in the network. Furthermore, it has data type information of
packets transmitted to the network. If the information of the transmitted packets is available in the flow tables
of the switches, it is transmitted. Otherwise, the data type information is asked to the controller. Packages
are modified according to the fog server that needs to be routed. Afterward, it is checked whether the data
is greater than the specified threshold value, and whether it will be included in the priority queue is decided.
Then, the data is transmitted to the server that needs to be processed. Air quality is decided by processing
different data forwarded to the same fog servers. Finally, a copy of the priority queued data is sent directly
to the main server. The purpose here is to make quick decisions on the main server in case of an emergency.
PCBF-SDN makes faster decisions for potential emergency transmission, bypasses the fog server, and forwards
the data directly to the main server. For example, when the CO rate is higher than 15,000, the life quality
of the environment decreases considerably. Therefore, this data is transmitted to the fog server and the main
server simultaneously. That ensures that decisions are taken more quickly in such emergencies.

As stated previously, PCBF-SDN is the extended version of the CBF-SDN model. For this reason, the
PCBF-SDN model is explained with technical details in the rest of this study. As seen in the flow diagram,
the proposed model is managed by the SDN controller. The communication of the devices in the network, the
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Figure 3. The flowchart of the proposed models.

transmission of the flow protocols to the network devices, and the forwarding of the packets are all carried out
by this controller. Also, the model decides to which fog server the packets (based on the contents) are forwarded
and whether a copy must be forwarded to the main server or not.

Yet, initially, when the controller discovers the network, only the connected devices can communicate.
Therefore, there is no previous information about the packets in the ow tables on the switches before transmitting
the data. So, the data obtained from the sensors are labeled without being transmitted to network devices.
This labeling can be happening by changing the type of service (ToS) bit values. As shown in Table 3, different
ToS bit values are used according to each data type, and the controller formerly knew these values. The data
is wrapped and routed to the switches, and as shown in Algorithm 1, the switches modify the destination IP
according to the ToS bit and send this altered data to one of the queues. If the switch does not have any routing
information in the flow table, it asks the controller.

Table 3. ToS bits of data types.

Data type ToS bits
CO 0xa0
NO2 0xb0
O3 0xc0
PM10 0xd0
SO2 0xe0
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The controller continuously transmits the necessary information to all switches and updates the flow
tables. That ensures that the types of data contained in the packets are known by the other switches, which
are able to forward the packets based on this information. After the data type is determined, the packet is sent
to one of the two separate queues according to its priority. Queue-1 (q1) is the queue with prioritized data and
has wider bandwidth than Queue-2 (q2) which has non-prioritized data. Since the proposed model is managed
with SDN, routing can be easily updated according to the requests of data analysts. In other words, when
the importance of some data changes according to the results of the data analysis, its priority is updated and
reflected in the forwarding decisions with the controller’s support.

Algorithm 1: OpenFlow rules of the proposed PCBF-SDN model.
Input: Data packet p, ToS bit of packet T, packet time out t, Flow table of switch ft
Output: Destination IP dest-ip, Queues q1 q2
initialization:
while t ̸= 0 do

if ft has information about T then
dest-ip = modify destination ip from ft

end if
ask Controller
if Controller has information about packet then

update all flow tables
end if
drop packet

end while
if p has priority then

get data to q1
end if
get data to q2
Send p with new dest-ip

5. Experimental analysis
This section examines the effects of processing data obtained from IoT sensors on fog servers in SDN-enabled
networks. The data gathered on six different fog servers are analyzed, and the results are forwarded to the main
server. Data analysis operations are performed with the data collected on the main server, and the results are
compared to those obtained by collecting and processing the data obtained from the sensors on a single server.
As stated in the previous section, the data coming from the sensors are prioritized according to the effect on the
analysis result. The implications of using the proposed queue structure and the impact of data prioritization
on both network performance and data analysis are examined.

5.1. Experimental setup
In this section, we explain the experimental design followed in this study. We have three different models to
compare one of them is traditional and the other two are proposed by this study. The traditional network is a
network model that does not support by SDN. Switches are independently configured on the GNS3 platform. The
priority of the data has not been examined. Data is not prioritized and transmitted in a single queue. The data
obtained from the sensors were sent to the designated servers. The scenario in Figure 4 was applied precisely.
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In the traditional IoT model, data from the sensors are transmitted directly to the cloud server. However,
in the CBF-SDN model, the data from the sensors are routed according to their content and transmitted to
the main server after their processing on the fog servers. Moreover, in the PCBF-SDN model, sensors’ data
are prioritized, then processed on fog servers by content-based forwarding, and finally transmitted to the main
server. However, in the PCBF-SDN model, a copy of sensor data with high priority is directly transmitted to
the main server without being processed.

Figure 4. The generated network topology.

The test environment consists of 6 fog servers, 6 computers connected to each server, and several sensors
connected to each computer. The simulation contains 70 Open vSwitch (OVS)2 instance, a controller server, an
OpenFlow Manager (OFM)3 server, and the main server. The proposed models are simulated in the Graphical
Network Simulator-3 (GNS3)4 environment version 2.2.5. The sensors are installed in Docker containers5 and
have a Linux operating system. In addition, data is transmitted to the network by changing ToS bits with
Netcat6 utility software. The network topology is shown in Figure 4.

According to the literature [48–50], many SDN controllers are used, such as OpenDaylight (ODL), POX,
Ryu, etc. In this study, we select the ODL controller to work with because it is highly compatible with OFM,
OVS, and GNS platforms. ODL is installed on a virtual machine that has a Windows operating system. This
virtual machine is integrated with GNS3 and passes the management of the network to the ODL controller.

2Open vSwitch [online]. Website https://www.openvswitch.org/ [accessed: 15.11.2021]
3Openflow Manager [online]. Website https://github.com/CiscoDevNet/OpenDaylight-Openflow-App [accessed: 15.11.2021]
4GNS3 Software [online]. Website https://docs.gns3.com/ [accessed: 15.11.2021]
5Docker [online]. Website https://docs.docker.com/ [accessed: 15.11.2021]
6Netcat [online]. Website https://nmap.org/ncat/ [accessed: 15.11.2021]
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The ODL controller identifies the devices and communication paths in the network and enables the devices in
the network to communicate.

The ODL controller decides the next hop for each type of data on each switch. Next, it sends flow rules
to all switches to enforce the forwarding decisions. After that, each switch performs forwarding according to the
rules on its flow tables. Then, when packets arrive at a switch, they are matched to one of the rules in the flow
tables based on the predefined ToS bit patterns that represent the data types. The corresponding forwarding
action defined in the rule involves queuing the packet on the correct queue based on the priority of its data
type. If the packet cannot be matched to an existing rule, the packet is sent to the controller. At this point,
the controller finds out the data type, installs a new rule on the switches, and accordingly modifies the ToS bits
and destination IP.

The specifications of the test environment in this study can be summarized as follows. We employed a
server that has a 64-bit Linux operating system, 3.4 GHz processor, and 32 GB RAM. In the simulated topology
designed with GNS3, there are 70 OVS switches and 36 virtual computers running on the Docker container,
and 3 virtual servers on VMware. Each sensors produces 90 packets of data per hour, with an average packet
size of 75 bytes. While bandwidth is determined as 10 Mbit/s in the CBF-SDN model, 6 Mbit/s for q1 and 4
Mbit/s for q2 are defined for the PCBF-SDN model.

5.2. Evaluation metrics
This subsection describes the metrics utilized to assess the three models discussed in this study. We first discuss
the threshold values selected for the priority queue for every single data type. Table 4 shows the threshold values
defined for the priority queued data in the data set described earlier. The threshold values are determined in
parallel to the impact levels given in Table 1 which uses critical pollutant concentrations defined in Common
Air Quality Index (CAQI) of European Union7 and defined by Turkish Ministry of Environment, Urbanization
and Climate Change [45].

According to the impact values specified in Table 1 and the threshold values defined in Table 4, the
number of priority data is 245,451 and the total number of data is 2,300,681. As a result of the statistical
analysis of the complete data set, approximately 10,67% of the sensors data is determined as priority data.

Table 4. Threshold values of important data.

Data type Threshold values
CO >15000
NO2 >100
O3 >120
PM10 >25
SO2 >175

Traditional IoT networks and the proposed models are evaluated based on several prevalent metrics in
the literature for such scenarios. These metrics are:

• Throughput, which is the total packet size transmitted and received per unit time,

• Average delay, which is the time it takes from the source to the destination,
7Air Quality Now: CITEAIR Project funded by The European Union [online]. Website https://www.airqualitynow.eu/

[Accessed: 25.09.2021]
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• Average loss rate is the ratio of the number of packets that cannot reach the target to the total number
of packets.

The results obtained from the simulation experiments regarding these three metrics are fully presented and
discussed in the next section.

5.3. Results and discussion
The data obtained to measure air quality is simulated like an IoT network. As a result of the analysis made, the
priority values of the data are determined. The proposed model is compared to traditional networks in terms
of the average delay and throughput with this data.

As shown in Table 5, an average delay of 1.1 ms is observed in traditional networks. In the CBF-SDN
model, the average delay of 1.02 ms is observed. Moreover, in the PCBF-SDN model, the average delay of
priority data is observed as 0.8 ms, while nonpriority data is 1.3 ms, and the average delay of whole data is 1.23
ms. The benefits of having less latency on priority data are explained in previous sections. These delays are
most affected by the bandwidth allocated to the priority queue and the ratio of priority data to total data.

Table 5. Average delay of proposed models.

Model Average delay (ms)
Traditional IoT 1,10
CBF-SDN 1,02
PCBF-SDN Priority data 0,80

Nonpriority data 1,30
All data 1,23

The rate of missing data that the controller could not identify is approximately 3% in the CBF-SDN
model. Since the data from the sensors are analyzed on the fog server, that affects the number of packets
transmitted to the network. Therefore, the throughput values in the CBF-SDN model are lower than the
traditional IoT’s. The main reason why our proposed model (CBF-SDN) has less average delay is our proposed
model’s ability to identify the corrupted/missing data and eliminate them. As the data transmitted to the
network is decreasing, the throughput is decreasing, and therefore the average latency is reducing.

As shown in Table 6, an average throughput of 2.03 Mbits and the number of packets per second 15 is
observed in traditional networks. However, in the CBF-SDN model, the average throughput of 1.86 Mbits and
the number of packets per second 13 is observed. Moreover, in the PCBF-SDN model, the average throughput
of 1.69 Mbits and the number of packets per second 17 is seen. As shown in Table 6, the throughput values and
number of packets of the three models are compared. As can be noticed, throughput values in the CBF-SDN
model are lower than those in the traditional IoT. The sensors’ data are analyzed on the fog server, and this
changes the number of packets transmitted to the network. In other words, in the proposed models, the data is
first processed on fog servers. Then, the corrupted/missing data from the sensors are eliminated, so the average
number of packets sent to the network is decreased. Moreover, in the PCBF-SDN model, the total bandwidth
is divided into priority and nonpriority queues, and 40% is defined for the priority queue. So the throughput is
decreased proportionally with the rate of bandwidth. The total number of packets increases because they are
transmitted a copy of data to the main server, as explained in the previous section (just for prioritized data).

1454



INAG et al./Turk J Elec Eng & Comp Sci

Table 6. Average throughput and number of packets of proposed models.

Models Throughput(Mbits) Number of packets
Traditional IoT 2.03 15
CBF-SDN 1.86 13
PCBF-SDN 1.69 17

As shown in Figure 5, the average delay of proposed models is compared according to the bandwidth
allocated to the priority queue. The total bandwidth is divided into priority and nonpriority queues. In Figure
5, the bandwidth allocated to the priority queue is given as a percentage. Therefore, the remaining part is
allocated to the nonpriority queue. Previously, it was stated that the ratio of priority data to total data was
10.67%. As the bandwidth allocated to the priority queue increases, the latency of the priority data decreases
while the average latency increases. It has been observed that there is no improvement in latency of priority data
in case the ratio of bandwidth allocation to the priority queue surpasses 40%, which indicates the ideal ratio
for the proposed model. In order to employ the proposed model most appropriately, the optimum bandwidth
should be determined for the priority queue.
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Figure 5. Relationship between average delay and bandwidth rate of priority queue.

With PCBF-SDN, the average delay in the transmission of critical data is reduced. In other words, the
critical data that is revealed by data analysis can be transmitted faster. Accordingly, this positively affects
the results in the realtime data processing. However, the rapidly increasing data load negatively affects the
performance of the network. For this reason, an SDN controller is employed in our proposed model. By
utilizing OpenFlow rules, network performance is increased by ensuring that only essential data is injected to
the network. On the other hand, the data that is not used in data analysis is discarded. The rules can be
remotely, dynamically, and easily updated to the system according to requirements.
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6. Conclusion
In this study, a FC-based architecture is proposed to transmit sensor data in SDN-enabled IoT networks
efficiently. Two data forwarding models are proposed in this architecture. The first model (CBF-SDN) makes
use of SDN to perform content-based data forwarding. The second model (PCBF-SDN) focuses on delivery
of critical data with low transmission delay. To this end, PCBF-SDN extends CBF-SDN by employing the
priority concept during data forwarding. The performance evaluation results show that the proposed FC-based
architecture model reduces delay and bandwidth consumption in large-scale IoT networks. Moreover, utilizing
the priority concept in SDN-based data forwarding ensures timely delivery of critical data.As our future plans,
we intend to improve the performance further by dynamically assigning bandwidth to the queues and increasing
the network’s performance by producing solutions to the controller location problem. Also, we are going to
focus on improving our models with the aim of reducing the overhead of controller-switch communication.
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