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Abstract: Developing an automatic system for detection, segmentation, and classification of skin lesions is very useful to
aid well-timed diagnosis of skin diseases. Lesion segmentation is a crucial task for automated diagnosis of skin cancers, as
it affects significantly the accuracy of the subsequent steps. Varieties in sizes and locations of lesions, and the lesions with
low-contrast boundaries make this task very challenging. In this paper, a three-stage CNN-based method is presented
for accurate segmentation of lesions from dermoscopic images. At the first step, normalization, approximate locations
and sizes of lesions are estimated. Due to the importance of the normalization stage, three CNN-based networks (Mask
R-CNN, RetinaNet, and YOLOv3) are used for the lesion detection. A convolutional network is presented and used to
combine the results of the object detection networks with a novel approach. The output of the first stage is a normalized
cropped image containing the detected lesion in the center. At the second stage, segmentation, a CNN in a DeepLab3+
structure, is used to extract the lesion from the normalized image. Finally, an active contour method is used as the
postprocessing to enhance the boundary of the segmented lesion. The proposed method is evaluated on well-known
datasets. Experiments show that the proposed method outperforms all the previous state-of-the-art methods.
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1. Introduction
Skin cancer is the most common cancer worldwide. One out of every three people with cancer has skin cancer.
In 2020 according to the estimations by the American Cancer Society, in the United State, About 100,350 new
melanomas will be diagnosed. For this reason, diagnosing and treatment of it as early as possible is crucial
to prevent the death of patients. Common and routine diagnostic methods are expensive because of the need
for qualified specialists as well as advanced equipment. Recent advances in computer solutions, which have
improved accuracy and efficiency, have made the fast and accurate diagnosis of this disease promising. In
general, automatic analysis of skin images involves three stages of lesion segmentation, feature extraction, and
lesion classification. Lesion segmentation is a very important step, as it significantly affects the accuracy of the
lesion classification. Due to the large variety of lesions in sizes, locations, tissues, and colors, segmentation of
lesions from skin images is difficult. Other problems include presence of dark hair and blood vessels as well as
the light reflections, which is also found in many images on the lesion [1].

In recent decades, several methods have been proposed for automatic skin lesion segmentation. These
approaches can be generally divided into two categories of unsupervised and supervised methods. Unsupervised
∗Correspondence: mjtarokh@kntu.ac.ir
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skin lesion segmentation methods do not require training data. However, unsupervised approaches are not
necessarily the appropriate and powerful solutions for all problems. These methods do not present reasonable
accuracy in challenging cases [2].

Recent studies employing convolutional neural networks (CNNs) in image segmentation have outper-
formed other classical methods. This technique is used in various medical applications, such as the detection of
organs from CT images, classification of skin cancers, segmentation of medical images to diagnose brain tumors
on MRI imaging, segmentation of MRI images of the heart, and segmentation of skin lesions.

1.1. Related works
Yuan et al. presented a full automatic skin lesion segmentation method based on a 19-layer CNN. They used the
Jaccard index as a cost function in their method, and adjusted the imbalance between the pixel tissue lesions.
They tested their method on datasets of the IEEE International Symposium on Biomedical Imaging (ISBI)
2016 and PH2. However, they had problems with some challenging cases such as the images with low-contrast
lesions [4]. Yu et al. proposed a two-step method using deep residual networks (FCRN) for segmentation and
classification of skin lesions. They tested their method on the ISBI 2016 dataset and achieved an accuracy of
94.9% [2].

Yuan et al., in 2017, developed a method using deep convolutional-deconvolutional neural networks
(CDNN) for skin lesion segmentation. Their approach was ranked first in the ISBI 2017 Challenge with 76.5%
of the Jaccard index [5].

In 2018, Li and Shen proposed a deep learning approach to distinguish melanoma from other skin diseases.
They first segmented the skin lesions. At the segmentation stage, they presented a framework based on multiscale
fully convolutional residual networks and then evaluated their method on the ISBI 2017 dataset. The Jaccard
index value for their method on this dataset was 75.3% [6].

In 2018, Al-Masni et al. introduced a full-resolution convolutional network (FrCN) for lesion image
segmentation. In their approach, to have better pixel-level lesions segmentation, the network learned from the
full features of each pixel of the input images. They did not use any preprocessing or postprocessing operations.
To evaluate their method, they performed experiments on the ISBI 2017 and PH2 datasets and compared the
results with other similar methods. Their method achieved 77.11% and 84.79% Jaccard index for the mentioned
datasets, respectively [7].

Baghersalimi et al. developed a full convolutional neural network called DermoNet to segment skin lesions.
At DermoNet, because of the existence of blocks with dense connections and also skip connections between the
different layers, the network layers can reuse the previous layers’ information and ensure high accuracy in the
subsequent layers of the network. In doing so, high-level feature representations learned in the middle layers
of varying scales and resolutions were used to segment the lesions. Quantitative evaluation of this method was
performed on the three ISBI 2016, ISBI 2017, and PH2 datasets. The Jaccard index obtained on these datasets
were 82.5%, 78.3%, and 85.3%, respectively [8].

In 2018, Qian et al. proposed a two-stage method for lesion segmentation with optimized training method
and ensemble postprocess. Their method is a two-stage process including detection and segmentation. They
used Mask R-CNN to detect the location of the lesion and cropped the lesion from images. Following the
detection, segmentation part segments the cropped image and predicts the region of lesion. In the segmentation
part, they designed an encode-decode architecture of network. They evaluated their method on a part of the
training set of ISBI 2018 dataset and achieved 81.6% in Jaccard index [9].
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A method based on attention-guided networks was proposed in [10] in 2021. In the last step of the
encoding part, densely connected convolutions were used. They also proposed an attention-guided filter module,
channel spatial fast attention-guided filter. Another attention-based network was introduced in [11] called FAC-
Net. This network was based on combination of the feedback fusion block (FFB) and the attention mechanism
block (AMB) to obtain better feature mapping.

A network with feature adaptation transformer was presented in [12] for skin lesion segmentation. The
encoder of the transformer utilized a sequence-to-sequence prediction method and increased the receptive field
based on the self-attention mechanism.

In [13], an encoder-decoder based network named Ms Red was proposed in which a multiscale residual
encoding module (MsR-EFM) and a multiscale residual decoding module (MsR-DFM) were used as the encoder
and decoder, respectively. In addition, a novel multiresolution, multichannel feature fusion module (M2F 2 )
was proposed to improve the segmentation performance.

For many applications, both local information on the lesion and general conceptual information on it are
required to enhance the classification accuracy. It is not possible to combine these two types of information in
public architectures of deep learning. Numerous researchers have used multistream architectures to solve it [14].
Shen et al. used three convolutional networks where each of them receives lesion information from different
sights as input. They constructed the final feature vector by bringing together the features obtained as the
output of these three networks [15]. A similar approach was developed in 2016 by Kawahara and Hamarneh.
They used a multistream CNN to classify skin lesions. The streams worked on different versions of the image
resolution [16]. These studies suggest that combining multiple CNNs with different details can improve the final
performance. In this paper, a novel combination of object detection networks (ODNs) is proposed to improve
the performance of the proposed method.

1.2. Contributions
• Adding a normalization stage before segmentation to reduce the complexity of the segmentation stage.
• Adding a postprocessing stage after segmentation for fine-tuning the result of the segmentation stage.
• Use of three CNN-based ODNs to increase the accuracy of the normalization stage.
• A novel combination approach to combine the results of object detectors.
• Converting the results of object detectors to image matrices and concatenating these results with the input
dermoscopic image.
• Introducing a deep convolutional network to combine the results of object detectors with considering the
input dermoscopic image and the ground-truth mask, simultaneously.
• Data augmentation of training images as well as using different modes of test images to cover varieties of
lesions.
• Employing CNN-based segmentation stage followed by the active contour method to consider both overall
characteristics and image-specific features of lesions in skin images.

2. Proposed method

In recent years, most semantic segmentation methods have been proposed based on convolutional neural
networks and in a single stage. One of the main problems of these methods is that their performances are
sensitive to the varieties in size and location of objects in images. In lesion segmentation applications, existence
of very large and very small lesions reduces the accuracy of single-stage segmentation methods. Moreover,
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different lesion locations increase the network complexity and reduce the segmentation accuracy. Thus, it is
better to perform a presegmentation step in order to normalize the size and location of lesions in images. Doing
that, at the segmentation stage, the network faces lower complexity and functions better. In the proposed
method, a normalization stage is considered before the segmentation stage to estimate the size and location of
a lesion in an image.

2.1. Image normalization stage

The most important part of the proposed method is the lesion bounding box detection in the normalization
stage. It is because the results of this stage substantially affect the result of the segmentation stage. We use
object detection networks (ODNs) to estimate the bounding box of lesions.

Numerous CNN-based methods have been developed for object detection applications, such as R-CNN
[17], fast R-CNN [18], faster R-CNN [19], mask R-CNN [20], single shot multibox detector (SSD) [21], you only
look once (Yolo) [22], and Retinanet [23].

Due to the importance of the normalization stage, a method is proposed to combine the results of ODNs.
Several ODNs have been investigated in our experiments and finally, three networks producing the highest lesion
detection accuracies on the augmented validation set of the ISBI 2017 dataset are selected as follows:
- Mask R-CNN with ResneXt 101 as a backbone network,
- RetinaNet with Resnet 101 as a backbone network,
- Yolov3 with Darknet as a backbone network.

2.2. Mask R-CNN
In 2018, He et al. presented an object segmentation framework called mask R-CNN. They added a branch to
the faster R-CNN structure to predict the object mask, so that, in addition to the classification and bounding
box regression branches presented in the faster R-CNN, an object mask is also predicted for each region of
interest (ROI) [20]. The mask branch is a full convolutional network which applies to any ROI and predicts the
segmentation mask.

Incorporation of this new branch added a small computational overhead, but it can produce pixel-to-pixel
alignment between input and output of network and ultimately produce good results [20]. As the term of Lmask

has been added to the loss function, the object detection accuracy of the mask R-CNN is expected to be higher
than that of the faster R-CNN.

2.3. RetinaNet
In 2018, Lin et al. presented a single-step method to detect objects in images. They tried to solve the extreme
foreground-background class imbalance in the training phase. Thus, they changed the standard cross entropy
loss and assigned more suitable weights to make it more effective. They added the factor (1 − pt)

γ to the
standard cross entropy loss function and named it focal loss. They defined focal loss (FL) function as follows:

FL (pt) = −(1− pt)
γ
log(pt) (1)

, pt =

{
p if y = 1
1− p otherwise

, (2)
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where γ ⩾ 0 is the focusing parameter. This parameter adjusted the rate at which easy samples were
down-weighted. When focusing parameter was set to zero, the focal loss was equivalent to the cross entropy.
Moreover, as it was increased, the effect of the modulating factor was increased. In their experiments, the
value of γ was set to 2 to have the best performance [23]. We also set γ to 2 due to reasonable results in our
experiments.

2.4. Yolo
Yolo is an object detection algorithm based on a convolutional neural network which consists of only one
network. Unlike R-CNN methods, it does not use the region proposal. This algorithm divides the image into
several subregions. It then, for each region, predicts the boxes and their probabilities of belonging to the
classes. One weakness of the initial version of Yolo was that it did not detect very small objects [22]. In order
to improve the initial version, a second version, Yolo v2, was released [24]. To capture low-level features, Yolo
v2 concatenates feature maps from previous layers. It is still used in most state-of-the art methods. Yolo v3
uses Darknet as its backbone, which originally has 53 layers trained on Imagenet dataset. Specifically, 53 more
layers have been added to its structure for the task of detection [25].

2.5. Combination of the results of ODNs
Three ODNs (mask R-CNN, Retinanet, and Yolov3) are trained with an augmented training set. In addition
to estimation of the bounding box, the ODNs also provide the score of detection at their output. The detection
score shows the degree of confidence of the ODN in its detection. In this paper, a novel approach is proposed
to combine the results of ODNs. The result of each ODN is converted to an image, in which an elliptic-shaped
foreground bounded with the estimated bounding box. The values of the foreground pixels are set to the
detection score. The images created from the results of the three ODNs for a sample image in Figure 1a are
illustrated in Figure 1b. The images constructed from the result of mask R-CNN, RetinaNet, and Yolov3 are
denoted by IMask , IRetina , and IY olo , respectively. These images are concatenated with the input RGB image
and a 6-channel image is made as follows:

IComb = Concat (IRed, IGreen, IBlue, IMask, IRetina, IY olo). (3)

A convolutional network (we call it CombNet) that receives IComb as an input is implemented. The details
of the CombNet are given in Figure 2. The goal of using this network is the estimation of the bounding box
of the lesion based on the results of ODNs as well as the input image. To implement this idea, the CombNet
is trained to create a binary image similar to the ground truth image at its output. The bounding box of
the largest connected component of the binary image at the output of the CombNet is considered the final
bounding box. To create training data for the CombNet, the images of the training set of the ISIC2017 dataset
are augmented and 5000 new images are created and applied to three ODNs (mask R-CNN, RetinaNet, and
Yolov3). A total of 5000 6-channel images, IComb , are made by concatenating the RGB channels and the images
constructed from the output of the ODNs according to Eq. (3). The procedures of constructing the required
train sets for training the networks in each stage are illustrated in Figure 3.

Figure 4 displays the procedures of the proposed method. As shown in the figure, the input RGB image
is normalized using the bounding box obtained based on the output of the CombNet. To normalize a test
image, a subimage limited to the obtained bounding box should be cropped from the test image and resized to
a predefined image size.
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Figure 1. (a) A sample image. (b) The ovals created from the results of the ODNs. Dashed line marks the boundary
of the lesion in the ground-truth.
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Figure 2. The proposed convolutional network, CombNet, to combine the results of the ODNs.

In some cases, in the lesion detection stage, the bounding box may be estimated smaller than the correct
one. In these cases, by cropping the bounding box from the image, some parts of the lesion will be missed. Let
HBB and WBB be the height and width of the estimated bounding box. To reduce this type of errors, a margin
of size 0.3 WBB pixels from left and right sides, and a margin of size 0.3 HBB pixels from top and bottom sides
of the detected lesion are considered. Hence, a box of size (1.6HBB )×(1.6WBB ) is cropped from the input
image so that the center of the detected lesion is approximately on the center of the cropped box. The cropped
box is resized to a normal image of size 224×336 pixels. The final bounding box estimated by the CombNet
and the normalized cropped image for the instance in Figure 1 are depicted in Figure 5. In the segmentation
stage, the lesion is segmented from the normalized image. Then the normalized segmented image (which is a
224x336 pixels binary image) is first resized back to the size of the cropped box and placed in the same position
as the cropped box had been extracted from the original image. Therefore, as shown in Figure 4, at the output
of the ”Inverse of normalization” block, we have a segmented binary image with the size of the original image.
To fine-tune the boundary of the segmented lesion, the binary image is applied to the postprocessing stage.

2.6. Segmentation stage
The network in the segmentation stage receives the normalized image at its input and produces a binary image
containing the segmented lesion. Several methods and networks have been used to image semantic segmentation
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Figure 3. The procedures of constructing the required train sets for training the networks in each stage.

in various applications. DeepLab architecture is one of the most recent structures and has performed well in
many applications [26]. In general, the Deeplab architecture is based on a combination of two most common
architectures of spatial pyramid pooling and encoder-decoder network [27]. Different DeepLab structures have
been improved over time. DeepLab v1 [26], DeepLab v2 [28], DeepLab v3 [29], and DeepLab v3+ [27] are the
various structures of DeepLab. DeepLab v1 uses atrous convolution to control the resolution at which feature
responses are computed [26]. DeepLab v2 applies atrous spatial pyramid pooling (ASPP) to segment objects
on multiple scales [28]. To capture more information, DeepLab v3 augments the ASPP module via image-level
feature. To facilitate the training, it also includes batch normalization parameters. DeepLab v3+ extends
DeepLab v3 to include an effective decoder module to refine the segmentation results [27].

In the segmentation stage of our proposed method, DeepLab3+ structure is used with VGG19 pretrained
network as a backbone network.

2.7. Postprocessing

To modify the boundary of the lesion segmented by the DeepLab, we use active contour method as post-
processing. Active contour-based methods have been widely used in image segmentation as well as in lesion
segmentation [30–33]. These methods can be categorized into two main groups: edge-based methods [34] and
region-based methods [35]. Since many images of the ISBI dataset do not include certain edges, a region-based
active contour method is used as developed by Chan and Vese [36]. They proposed their method to improve
the segmentation performance in some cases such as images containing objects with low-contrast boundaries,
high noise, smooth contours, or multiobjects in different shapes. The main concept of the region-based active
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Figure 5. The pink rectangle in (a) is the final bounding box estimated by the CombNet, and the normalized cropped
image (b) for the image in Figure 1.

contour method is the concept of energy, which is the sum of inside and outside energies [36]:

F1(C) + F2(C) =

∫
inside(C)

|v0(x, y)− C1|2dxdy +
∫
outside(C)

|v0(x, y)− C2|2dxdy. (4)

2496



BAGHERI et al./Turk J Elec Eng & Comp Sci

The first step of the region-based active contour method is to create a mask or contour and consider it
an initial object (inside (C)) . Outside of this mask is considered the background (outside (C)) . The curve C

is represented via a Lipschitz function by:

 C = ∂ω = {(x, y) ∈ Ω : ϕ (x, y) = 0},
inside (C) = ω = {(x, y) ∈ Ω : ϕ (x, y) > 0}

outside (C) = Ω\ω = {(x, y) ∈ Ω : ϕ (x, y) < 0}
, (5)

where Ω is an image and C is a curve in the image. ω expresses the object area. Therefore, C ⊂ Ω ,
ω ⊂ Ω , C = ∂ω . inside (C) denotes the region ω , and outside (C) denotes the region Ω\ω . Energy is
calculated by F (C1, C2, C) = F (C1, C2, ϕ) in equation 6 to develop the curve in new area and position.

F (C1, C2, ϕ) = µ

∫
Ω

|∇H (ϕ)|dxdy + v

∫
Ω

∇H (ϕ)dxdy

+ λ1

∫
Ω

∇|u0 (x, y)− C1|2 H (ϕ)dxdy

+ λ2

∫
Ω

∇|u0 (x, y)− C2|2 (1−H (ϕ))dxdy

. (6)

Euclidean distance was used to measure the color distance between two colors. Like in [36], we set
λ1 = λ2 = 1 and v = 0 . The length parameter µ has a scaling role. For small values of µ , smaller objects will
be detected; for larger values of µ , only larger objects are detected, or objects formed by grouping [36]. Since
lesions in dermoscopic images are not very small, in our experiments, the value of µ was set to 0.1 × 2552 .
Equations (7) and (8) show the calculation of C1 and C2 .

C1 (ϕ) =

∫
Ω

v0(x, y)H (ϕ (x, y)) dxdy∫
Ω

H (ϕ (x, y)) dxdy
if

∫
Ω

H (ϕ (x, y)) dx dy > 0, (7)

C2 (ϕ) =

∫
Ω

v0 (x, y) (1−H (ϕ (x, y)))dxdy∫
Ω
(1−H(ϕ(x, y))) dxdy

, if

∫
Ω

1− (H (ϕ (x, y)))dx dy > 0, (8)

where v0(x, y) is a pixel value of the image and H (ϕ (x, y)) is a heaviside function. From (7) and (8),
C1 and C2 are weighted average values of v0 inside C and outside C , respectively. More details about the
heaviside function and other parameters of the region-based active contour can be found in [36]. We use the
active contour method only for fine-tuning of the boundary of the segmented lesion. On the other hand, in
some cases such as images in Figures 6a–6c, a lesion area contains some high-contrast regions. Large number of
iterations causes the active contour algorithm to incorrectly converge to these high-contrast regions. Hence, the
number of iterations in the active contour method is limited and set proportional to the size of the segmented
lesion as follows:

Iteration_numberActive contour = 0.03(Hi +Wi) (9)

where Hi and Wi are the height and width of the lesion segmented by the DeepLab network. To improve
the performance of both normalization and segmentation stages, it is better to obtain and use the outputs of
some additional modes of an input image. In the normalization stage, totally 4 modes of a test image are
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considered as follows:
• The input image
• Horizontal and vertical flipped versions of the input image. The estimated bounding boxes are flipped hori-
zontally and vertically, respectively.
• The normalized image rotated by 180 degrees. The estimated bounding box is rotated by 180 degrees.

The final bounding box is computed by averaging coordinates of corners of four bounding boxes estimated
according to the above modes. Moreover, in the segmentation stage, 8 different modes of a normalized image
are considered as follows:
• The normalized image
• Horizontal and vertical flipped versions of the normalized image. The obtained binary images are flipped
horizontally and vertically, respectively.
• The normalized image rotated by ±90,±45, and +180 degrees. The obtained binary images are rotated by
∓90,∓45, and 180 degrees, respectively.

The final output of the segmentation stage is a binary image and is achieved by combining these eight
outputs. In the segmented image, a pixel is considered a lesion pixel, if the corresponding pixel has nonzero
values at least in 3 out of 8 binary images of the above modes.

3. Experiments

3.1. Datasets
The proposed lesion segmentation method is evaluated on well-known datasets of skin lesions. PH2 dataset was
collected by the dermatology service of Hospital Pedro Hispano and the research group of the Universidade do
Porto [37]. It contains 200 dermoscopy images of size 768× 560 pixels.

The ISBI 2016 and ISBI 2017 skin lesion challenge datasets were prepared by the International Skin
Imaging Collaboration (ISIC). ISBI 2016 contains 900 and 379 images for training and testing, respectively.
Image sizes of this dataset vary from 566× 679 pixels to 2848× 4228 pixels [38].

ISBI 2017 dataset is the latest version of ISBI datasets that includes the segmentation ground truth for
all the training, test, and validation sets, and is available online at [39]. It contains 2750 dermoscopy images
ranging in size from 540 × 722 to 4448 × 6748 pixels of which 2000 are intended for training, along with 150
and 600 images for validation and testing, respectively.

DermQuest is a dataset of nondermoscopic skin images. It consisted of 137 images of size 1043 × 1640

pixels[40].

3.2. Data augmentation

As can be seen in Figure 3, three different train sets were constructed by augmentation of the official train set of
the ISBI 2017 dataset. The first, second, and third sets consisted of 5000, 5000, and 7000 images, respectively.
Combinations of some geometric transformations were applied on the images of the official train set of the ISBI
2017 and three new sets (Set A, Set B, and Set C) each one including 5000 transformed RGB images were
produced. Applied geometric transformations were rotation, random horizontal and vertical flipping, image
resizing and cropping, and brightness changing. The rotation angle, resizing factor, and brightness changing
factor in the augmentation procedure were randomly selected from [0 180], [0.8 1.2], and [0.7 1.2], respectively.
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Set A was used for training ODNs. Three trained ODNs were applied on each image of the Set B. As
shown in Figure 3, by concatenation IMask , IRetina , IY OLO , and the input RGB image of ODNs, a 6-channel
image ,IComb was made. By performing this procedure for all images of the Set B, a set of 5000 6-channel
images was constructed which was used for training the CombNet. By adding 2000 original training images to
the images of the Set C, Set C2 including 7000 images was constructed. By applying the procedure illustrated in
right side of Figure 3, a set of 7000 normal RGB images was made which was used for training of the DeepLab3+
network.

In addition, 150 images of the official validation set of the ISBI 2017 were augmented and a total of 750
images were obtained which were used as the validation set to prevent overfitting in training the DeepLab3+
network.

3.3. Evaluation metrics
For evaluating semantic segmentation methods, the following metrics have been used in the literature. Sensitivity
(SEN) represents the rate of pixels of correctly detected skin lesion. Specificity (SPE) is the rate of pixels of
nonskin lesions classified correctly [41]. The Jaccard index (JAC) is an intersection over union (IOU) of the
result of the segmented lesions with the ground truth masks. Index of Dice (DIC) measures the similarity of the
segmented lesions through ground truth. Accuracy (ACC) shows the overall performance of the segmentation
[42]. All these criteria have been computed from confusion matrix elements as follows:

SEN =
TP

TP + FN
, (10)

SPE =
TN

TN + FP
, (11)

JAC =
TP

TP + FN + FP
, (12)

DIC =
2.TP

(2.TP ) + FP + FN
, (13)

ACC =
TP + TN

TP + FP + TN + FN
. (14)

3.4. Results
In skin lesion segmentation applications, the most important metric is the Jaccard index, as in the ISBI
challenges, different methods have been ranked based on their Jaccard values. The Jaccard values obtained
by the proposed method over the ISBI 2017 dataset are reported in Table 1. In the first, second, and third rows
of this table, only one ODN, respectively Mask RCNN, RetinaNet, and Yolov3 was used for lesion detection.
In the last 3 rows, combinations of ODNs were used. In the fourth row, the results of ODNs were combined
by using an averaging approach, in which the height, width, and coordinates of the top-left corner of the final
bounding box were calculated by averaging those of the bounding boxes estimated by ODNs. Table 2 compares
the proposed method and other methods over the ISBI 2017 dataset. Moreover, a comparison among different
methods in terms of the Jaccard index over PH2, ISBI 2016, and ISBI 2017 datasets are given in Table 3. To
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evaluate our method on a nondermoscopic skin images, the results on the DermQuest dataset were obtained and
reported in Table 4. Results reported in Tables 2–4 show that our method outperformed other state-of-the-art
methods over different well-known datasets. All experiments were performed by using a 6GB NVIDIA GeForce
RTX2060 graphic card. The values of the learning rate and mini-batch size of all networks were set to 0.001
and 10 images, respectively.

Table 1. Comparison among various modes of the proposed methods over the ISBI 2017 dataset.

Lesion detection Segmentation Postprocessing
Mask R-CNN RetinaNet Yolov3 Combination

approach
DeepLab3+ Active contour JAC

× × 78.82
× × 78.67

× × 78.84
× × × Averaging × 79.08
× × × CombNet × 79.63
× × × CombNet × × 80.02

Table 2. Comparison among various methods based on different metrics over the ISBI 2017 dataset

SEN SPE ACC DIC JAC
CDNN [5] 82.50 97.50 93.40 84.90 76.50
Li et al. [6] 82.00 97.80 93.20 84.70 76.20
ResNet [43] 82.20 98.50 93.40 84.40 76.00
U-Net [44] - - - 77.00 62.00
FrCN [7] 85.40 96.69 94.03 87.08 77.11
DermoNet [8] - - - - 78.30
DSNet [45] 87.5 95.5 - - 77.5
Tschandl et al. [46] - - - - 77.0
FAC-Net [10] 74.53 99.35 95.94 86.97 78.85
CSAG and DCCNet [11] 81.06 97.43 93.63 84.91 74.27
FAT Net [12] 83.92 97.25 93.26 85.0 76.53
Ms RED [13] - - 94.10 86.46 78.55
Kaur et al. [47] - - 94.3 65.9 77.8
Proposed method 88.56 96.25 94.37 87.62 80.02

4. Discussion
In the normalization stage, the most important part is the detection of the skin lesions. In our method, three
state-of-the-art ODNs have been used. These ODNs have three different structures and three different backbone
networks. In other words, each ODN detected lesions by completely different approaches. Proper combination
of different methods can improve the performance. We proposed a novel combination method to improve the
detection accuracy and consequently the final segmentation performance. As shown in Table 1, combining the
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Table 3. Comparison among various methods in terms of Jaccard index over different datasets

PH2 ISBI 2016 ISBI 2017
FrCN [7] 84.79 - 77.11
DermoNet [8] 84.3 81.1 78.30
DSNet [45] 87.00 - 77.5
SDRR [48] 76.00 67.00 -
MSCA [49] 72.33 66.19 47.93
SSLS [50] 68.16 57.20 44.77
FCN [51] 82.15 81.37 73.12
MFCN [52] 83.99 84.64 -
DCL-PSI [53] 85.90 85.92 77.73
CSAG and DCCNet [11] - 86.23 74.27
FAT Net [12] 89.62 85.30 76.53
Ms RED [13] 90.14 87.03 78.55
Kaur et al. [47] 88.8 87.1 77.8
Proposed method 89.96 87.72 80.02

Table 4. Comparison among various methods based on different metrics over the DermQuest dataset

SEN SPE ACC DIC JAC
L-SRM [54] 89.4 92.7 92.3 82.2 70.0
Otsu-R [55] 87.3 85.4 84.9 73.7 64.9
Otsu-RGB [56] 93.6 80.3 80.2 69.3 59.1
Otsu-PCA [57] 79.6 99.6 98.1 83.3 75.2
TDLS [58] 91.2 99.0 98.3 82.8 71.5
Jafari [3] 95.2 99.0 98.7 83.1 81.2
FCN-8s [51] 90.0 99.5 98.9 89.7 82.9
U-net [59] 91.5 99.5 98.7 88.7 81.4
Yuan [4] 91.6 99.6 98.7 89.3 82.0
DFCN-No Interlace [60] 78.0 99.8 98.0 81.62 73.0
DFCN [60] 92.4 99.6 98.9 91.6 85.2
Proposed method 94.87 99.41 99.06 92.31 85.86

results of ODNs using the CombNet improved the Jaccard value by 0.81%, 0.96%, and 0.79% compared to
when using only the Mask R-CNN, Retinanet, or Yolov3 as a lesion detector over the ISBI 2017 dataset. To the
best of our knowledge, the combination of the object detectors was not used to improve the detection accuracy,
especially in the skin lesion detection. Table 1 shows that the averaging combination approach has slightly
increased the Jaccard value. However, the final Jaccard index has been significantly increased by using the
proposed combination approach. The reason is that the bounding boxes estimated by ODNs were converted to
image matrices and concatenated with the input image to be applied at the input of the CombNet. Convolutional
layers of the CombNet extracted features from the input image and the results of ODNs, simultaneously. In
other words, not only the results of ODNs, but also the features of the lesion in the input image were considered
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to estimate the final bounding box. In the training phase of the DeepLab, the network was learned to create the
best segmentation masks for a large number of skin images with various specifications at its output. In other
words, the global features of lesions in images were considered much more than the image-specific features.
In the postprocessing stage, we used the active contour method to employ the image-specific features. Using
the Chan-Vese active contour method in the postprocessing stage, 0.39% improvement in Jaccard value has
been obtained. This region-based active contour method allowed the boundary of the segmented lesion to be
slightly modified. Figure 6 reveals the results of applying our postprocessing to some lesions segmented by the
Deeplab3+ segmentation structure. These images are difficult samples from test set of the ISBI 2017 dataset.
Very low-contrast borders of lesions, existence of hairs and blood vessels, and nonuniform lesions are of the
main challenges in these images. The green, red, and blue colors in this figure show the boundaries of the
lesions respectively in the ground-truth, the segmented lesions by the Deeplab, and the final segmented lesion
after postprocessing. As shown, after applying the active contour method, the boundary of the lesions have
been closer to the correct boundary, because the active contour method considered the image-specific features
of lesions and surrounded tissues for each image. In Figures 6c–6h, boundaries of lesions were extended by
the active contour. The postprocessing stage limited boundaries of lesions in Figures 6i and 6j. The results
in Figure 6 and improving the Jaccard value in Table 1 demonstrated that the active contour method worked
well as the postprocessing stage. Figure 7 displays the distributions of various Jaccard values of the test images
obtained by the proposed method over the ISBI 2017 dataset. Blue, orange, green, and red colors in this figure
are respectively related to the first, second, third, and sixth rows of the Table 1. It can be observed that by using
the combination of ODNs as well as fine-tuning the results of the DeepLab by the active contour method the
distribution of the Jaccard index has tended to the higher values. Results in Tables 1–3 showed that the proposed
method performed well on four different datasets consisting of various dermoscopic and nondermoscopic images.
It demonstrated that the proposed method is a robust lesion segmentation method.

5. Conclusion
In this paper, a three-stage method based on CNNs and active contour method was proposed to improve the
performance of the skin lesion segmentation. In the first stage, which is the most important stage of the
proposed method, the size and location of the lesion were estimated and the cropped image of the detected
lesion was normalized. To improve the lesion detection accuracy in the normalization stage, a novel CNN-based
method was proposed to combine the bounding boxes estimated by Mask R-CNN, RetinaNet, and Yolov3 object
detection networks (ODNs). The experiments showed that the combination of ODNs’ results using the proposed
CombNet improved the Jaccard value from 78.84% to 79.63% over the ISBI 2017 dataset. In the segmentation
stage, a DeepLab3+ structure with the VGG19 pretrained network as the backbone segmented the lesions from
the normalized images. To improve the segmentation performance, a postprocessing stage based on a region-
based active contours was used. Application of the active contour method to the segmented lesions adjusted
the lesions boundaries so that they were closer to the correct boundaries. The proposed method was evaluated
on well-known skin lesion datasets. The ISIB2017 dataset is the latest version datasets of ISIC for which the
ground truth images of validation and test sets are available. The value of the Jaccard index of the proposed
method on this dataset reached 80.02% which was 2.91% and 1.72% greater than the Jaccard values of the
state-of-the-art methods proposed in [7] and [8], respectively.
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Figure 6. Improvement of the lesion segmentation by applying the active-contour method as postprocessing. The green, red, and blue curves show the
boundaries of the lesions in the ground-truth, the segmented lesions by the Deeplab, and the final segmented lesion after applying the active-contour method,
respectively.
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