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Abstract: It is well known that classifiers trained using imbalanced datasets usually have a bias toward the majority
class. In this context, classification models can present a high classification performance overall and for the majority
class, even when the performance for the minority class is significantly lower. This paper presents a genetic program-
ming (GP) model with a crossover-based oversampling technique for oversampling the imbalanced dataset for binary text
classification. The aim of this study is to apply an oversampling technique to solve the imbalanced issue and improve
the performance of the GP model that employed the proposed technique. The proposed technique employs a crossover
operator for generating new samples for the minority class in an imbalanced text dataset. By using a combination of
this crossover-based oversampling technique with GP, the performance was improved. It is shown that the proposed
combination outperforms all GP applications that use the original dataset without resampling. Moreover, the perfor-
mance of the proposed system surpassed GP approaches using the synthetic minority oversampling technique (SMOTE)
and random oversampling. Further comparison with the state-of-the-art on five imbalanced text datasets in terms of
F1-score shows the superior performance of the proposed approach.
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1. Introduction
Class imbalance is a frequently occurring problem in real life, and examples include spam emails, disease
identification, credit card fraud, cyber-attack, prediction of manufacturing equipment and information retrieval
[1]. Classifiers trained on imbalanced datasets tend to develop a bias toward the majority class that occurs in
abundance compared to the minority classes [2]. However, in many cases, e.g., disease identification, the target
or significant class is the minority class. The imbalanced datasets make it difficult to use machine learning in
the current real-world applications. Increasingly more attention has been brought to this problem; it has been
named among the ten difficult problems in data mining [3]. A variety of approaches have been proposed to
address this problem. These approaches can be divided into two categories: (i) modify the dataset to balance
the classes and (ii) propose a new classifier to deal with the imbalanced dataset. In this work, the first category
is considered.

Resampling is one of the approaches used to deal with the imbalanced dataset by modifying the dataset
itself. There are two types of resampling approaches, namely, undersampling and oversampling. Undersampling
∗Correspondence: nazife.dimililer@emu.edu.tr
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is defined as reducing the size of the majority class to that of the minority class by eliminating data in the
majority class. On the other hand, oversampling is defined as increasing the size of the minority class to
that of the majority class by either duplicating the data in the minority class or generating new data items
using the existing ones in the minority class. Each of these resampling techniques has its own benefits and
drawbacks. In the case of undersampling, valuable data could be eliminated, resulting in a loss of information
[4–6]. Therefore, this study proposes an oversampling technique to balance a dataset. Even though many
researchers have proposed various oversampling approaches, the most prevalent ones are random oversampling
and SMOTE. The random oversampling approach adds a random selection from the minority class to the train
set. SMOTE, first presented in 2002 by Chawla et al. [7], generates artificial samples for the minority class.
SMOTE creates virtual training samples for the minority class using linear interpolation. For each sample in
the minority class, some of the k-nearest neighbors are randomly chosen to generate these synthetic training
samples. A large number of studies on extending and augmenting the SMOTE algorithms have been published
in [8]–[15].

Algorithm 1 CROSS-OVER SAMPLE
1: Input T: Imbalanced Training set
2: T ← SetMinority : Set of Minority Samples
3: U ← SetMajority : Set of Majority Samples
4: Output T’: Balanced Training Set
5: T ′ ← Set′Minority : Set of Minority Samples
6: U ′ ← Set′Majority : Set of Majority Samples
7: Initialize
8: Set′Minority ← SetMinority

9: Set′Majority ← SetMajority

10: while Size(Set′Majority) > Size(Set′Minority) do
11: Randomly select Text1 from Set′Minority

12: Randomly select Text2 from Set′Majority

13: Generate random number t1 between 0 and length(Text1)
14: Generate random number t2 between 0 and length(Text2)
15: Text3 ← concatenate(Text1[0..t1− 1], T ext2[t2..length(Text2)]
16: Text4 ← concatenate(Text2[0..t2− 1], T ext1[t1..length(Text1)]
17: Set′Minority ← Set′MinorityU Text3 U Text4

18: End while

Tripathi et al. [16] proposed a novel technique to solve the imbalance issue of binary datasets. The
authors firstly used SMOTE, then divided the obtained data by applying a Gaussian-Mixture framework based
on the clustering technique. Finally, they selected artificial samples based on the weight assigned to the cluster.
Their experiments used a support vector machine (SVM) as a classifier. The results from this technique were
compared with the original SMOTE and the state-of-the-art. The proposed technique outperformed most of
the other techniques. The authors indicated that this technique, which was applied for binary classification,
could also be used for multiclassification by adopting some modifications. Azad et al. [17] proposed a novel
method using SMOTE, a decision tree, and a genetic algorithm for classification. Their method contained four
layers: preprocessing, feature selection by genetic algorithm, training the model, and evaluation.

The GP paradigm was proposed by Koza as a machine learning approach for automatically developing
software programs in 1992 [14]. Since then, GP has been applied to various problems and has also been
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employed successfully in creating reliable and efficient classifiers to address a variety of classification issues
[14, 15]. However, if the data set is not balanced, similar to many other machine learning methods, the GP can
evolve models biased toward the majority class [18].

The researchers in [19–22] addressed the imbalanced data issue by proposing alternative fitness functions
in the GP model. The authors in [19] proposed a new fitness function based on the correlation ratio and the
number of samples from the minority class. The authors evaluated their approach on five binary datasets. The
authors in [20] proposed three fitness functions to improve the classification performance on binary imbalanced
datasets. The first one extends the accuracy, weighted average accuracy, and geometric mean metrics, the
second one extends the average mean squared error metric and the third one approximates the accuracy metric.
Another fitness function namely tangent distance and weight-based (TDWB) fitness function is proposed in [21]
to improve the performance. The proposed technique determines the difference between predicted and expected
values to create an efficient classifier. Moreover, the TDWB fitness function solves the underfitting problem.
Since the proposed fitness function treats both classes equally, the dominance of the majority class over the
minority class during training is eliminated. Classifiers predicting values closer to the predicted values will be
rewarded more based on a distance measure. Underfitting is also addressed by using this distance-considered
approach. The authors show that their fitness function produces a well-fitted classifier due to the use of this
distance measure. The authors in [22] introduced a new fitness function with the GP model to deal with
the imbalanced dataset. They evaluated their approach on four imbalanced datasets. The proposed approach
is compared to the SVM and the state-of-the-art. The experimental results demonstrated that the proposed
approach outperformed or was at least as effective as the SVM and other state-of-the-art methods.

As another approach to dealing with imbalanced datasets, Mostafaei et al. [23] proposed a combination of
undersampling and oversampling strategies to increase the accuracy of the classification. Mostafaei et al. show
that the combination strategy could yield balanced datasets, which increase the accuracy. The authors in [23]
presented a novel undersampling technique that chooses samples of the majority class with the highest distance
and density. The authors combined this undersampling technique with SMOTE to increase the performance.
Mostafaei et al. show that the combination strategy could yield balanced datasets, increasing accuracy.

Jiang et al. [24] proposed a new oversampling technique based on the contribution degree of the
classification. The authors computed the ratio between the total number of positive samples, the minority
set, and the number of samples in clusters formed using the k-means algorithm. For each potential sample,
the classification contribution degree, based on safe neighborhoods, is used to calculate the number of synthetic
samples generated by SMOTE. In another study, Pereira et al. [25] proposed a resampling technique to
improve the performance in binary classification tasks. The authors proposed two oversampling and two
undersampling techniques to address the imbalanced data issue. The evaluation results show a significant
performance improvement.

In [26], a novel oversampling method was presented to deal with the imbalanced dataset. The presented
method was based on clustering for imbalanced datasets. The experiments on five datasets and the comparison
to other resampling techniques indicated the effectiveness of their approach.

The main contributions of this work can be listed as follows:

• We employ a crossover-based oversampling technique to deal with the imbalance issue, particularly in
textual datasets.

• We employ the proposed crossover-based oversampling technique to improve the classification performance
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of a novel GP-based system with hybrid mutation (GP-H) [27].

• The performance of the GP-H with crossover-based oversampling is compared with the prevalent over-
sampling techniques: random oversampling and SMOTE.

• The proposed system GP-H with crossover-based oversampling is compared with the standard GP with
crossover-based oversampling to show the performance improvement of GP-H.

• For each dataset employed, we present the state-of-the-art result to show the performance of the proposed
system.

This study focuses on binary classification since applications associated with imbalanced data frequently require
binary classification. It should be noted that it is possible to solve a multiclass classification problem by breaking
it down into many binary classification problems. Finally, it is also worth noting that binary classification is
extremely challenging when the dataset is imbalanced. Therefore, the application domain of this study is of
utmost importance.

The rest of this paper is organized as follows. Section 2 illustrates the methodology used in this study.
Section 3 introduces the experimental setup. Section 4 presents the results on imbalanced datasets and discusses
the findings. Finally, the conclusion of this work and a brief discussion of future work are presented in Section
5.

2. Methods
The proposed approach for dealing with the imbalanced dataset is described in this section. Unequal distri-
bution of data, or imbalance, causes a bias during machine learning toward the majority class resulting in the
misclassification of minority class samples. This study proposes an oversampling technique to solve the imbal-
anced data problem specifically for textual datasets. The experimental results show significant performance
improvement for the GP-based classifiers.

Our proposed system employs the GP model with a hybrid mutation operator (GP-H) for binary
classification, as described in [27]. A novel crossover-based oversampling technique for generating new data
samples is employed to improve the performance.

2.1. Crossover-based oversampling of the imbalanced datasets
Figure 1 shows the application of the crossover-based oversampling on two randomly selected parents. By
recombining Parent 1 and Parent 2, at random points, the proposed oversampling technique generates two new
tweets, Child 1 and Child 2.

Parent 1
Crossover Point

Parent 2
Crossover Point

Child 1

Child 2

Figure 1. Example of the proposed oversampling technique.
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2.2. Genetic programming

The GP framework employed in the current study was proposed in [27] as a modification of the GP technique
employing a hybrid mutation operator, namely GP-H. Each individual in the GP-H framework is a tree that
classifies texts. GP-H uses two genetic operators, crossover and mutation, with 80% and 20% probability,
respectively. The standard one-point crossover is used as the crossover operator. The novel hybrid mutation
method randomly selects one of two mutations: a unique feature mutation and a standard one-point mutation.
Both mutation operators affect only feature values. The universal sentence encoder is used in the feature
extraction stage to encode each text into a vector. Thus, the mutation operators are used to increase variation
in terms of the offspring’s features and in effect variation in the pool of possible solutions. The experimental
findings in [27] demonstrate that GP-H has superior performance on numerous text datasets over the generic
GP model.

2.3. Evaluation scheme
The most commonly used evaluation metrics, Recall, Precision and F1-score, are employed to present experi-
mental results and allow comparison with the state-of-the-art. Recall, Precision, and F1-score are computed as
follows:

Recall =
TP

TP + FN
(1)

Precision =
TP

TP + FP
(2)

Accuracy =
TP + TN

TP + FP + TN + FN
(3)

F1− score =
2(Precision ∗Recall)

Precision+Recall
(4)

where TP corresponds to the true positive, TN corresponds to the true negative, FP is the false positive,
and FN is the false negative.

2.4. Datasets
In order to verify the proposed technique’s efficacy, we used five imbalanced textual datasets. The DATD-
English dataset was available as train and test sets and is used in this form to allow for comparison with
other work. The remaining datasets are split into train and test sets using the ratio of 80:20. Table 1 shows
the five imbalanced text datasets employed in this study. The ling-Spam, DATD and SMS Spam datasets were
retrieved from Kaggle1 , DATD-English dataset was retrieved from GitHub2 , and Re-dataset-two-labels dataset
was retrieved from Bitbucket3 repositories.

Ling-Spam: This dataset is a publicly available dataset which contains 2893 messages in the English
language received via the Linguist List. The Linguist List is a regulated mailing collection about the study of

1https://www.kaggle.com/
2https://github.com/
3https://bitbucket.org/product/
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linguistics. As shown in Table 2, 2412 messages, 83.3% of all messages, are labeled as Non-Spam. The remaining
481 messages, 16.6% of all messages, are labeled as Spam.

DATD: This is an abbreviation of Depression and Anxiety in the Twitter Dataset. This dataset was
obtained from Indonesian Twitter and tags whether each tweet contains a sign of anxiety or depression. It
consists of 2201 tweets, where 1468 tweets are annotated as containing anxiety or depression, and 733 tweets
annotated as otherwise.

DATD-English: This dataset is a depression and anxiety dataset from English Twitter. Owen et
al. retrieved tweets from May 2018 until August 2019 [28]. It comprises two training sets and one test
set. DATD_training contains 900 tweets divided into 473 and 427 for Mental-Health and Other respectively.
DATD+Rand_training contains 4500 tweets divided into 473 and 4027 for Mental-Health and Other, respec-
tively. The DATD_and_DATD+Rand_test set contains 75 tweets labeled as Mental-Health and 75 labeled as
other. The DATD_training set is balanced, while the DATD+Rand_training is imbalanced. Since this study
focuses on imbalanced data, we will use the DATD+Rand_training set as the training set.

Table 1. The imbalanced datasets used in this study.

Dataset name Source Link
Ling-Spam Kaggle https://www.kaggle.com/mandygu/lingspam-dataset
DATD Kaggle https://www.kaggle.com/stevenhans/depression-and-anxiety-in-twitter-id
DATD-English Bitbucket https://bitbucket.org/nlpcardiff/preemptive-depression-anxiety-twitter
SMS Spam Kaggle https://www.kaggle.com/team-ai/spam-text-message-classification
Re-dataset-two-labels GitHub https://github.com/okkyibrohim/id-abusive-language-detection

Table 2. The statistics of the used imbalanced datasets.

Name Majority class Minority class Total
Ling-Spam Non-Spam (2412) 83.3% Spam (481) 16.6% 2893
DATD Otherwise (1468) 66.69% Depression or anxiety sign (733) 33.3% 2201
DATD-English Others (4027) 89.4% Mental-Health (473) 10.5% 4500
SMS Spam Ham (4827)86.5% Spam (747) 13.4% 5574
Re_dataset_two_labels Abusive (1685) 83.58% Non-Abusive (331) 16.41% 2016

The SMS Spam dataset was created in 2011 by Almeida et al. [29]. This dataset is composed of 5574
SMS messages in the English language. This binary classified dataset classified messages as Ham or Spam. It is
divided into 4827 SMS messages labeled as Ham messages and 747 labeled as Spam messages. This collection
comprises SMS messages from different sources: 425 spam messages from Grumbletext4 Website, 3375 Ham
messages from the NUS5 corpus, and 1324 messages (1002 Ham messages and 322 Spam messages) from the
SMS Spam6 corpus, and 450 Ham messages from a PhD thesis7.

Re_dataset_two_labels This text dataset of Twitter consists of 2016 tweets from Indonesian Twitter.
It is extracted from GitHub. The Re_dataset_two_labels dataset was created in 2018 by Ibrohim and Budi

4http://www.grumbletext.co.uk/
5http://www.comp.nus.edu.sg/ rpnlpir/downloads/corpora/smsCorpus/
6http://www.esp.uem.es/jmgomez/smsspamcorpus/
7http://etheses.bham.ac.uk/253/1/Tagg09PhD.pdf
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[30] for abusive language detection. This dataset comprised 331 tweets classified as Non-Abusive, and 1685
tweets as Abusive.

Figure 2 shows the flow diagram of the proposed approach, starting with the splitting of the dataset into
training and testing sets. The crossover-based technique is applied on the training set until the sizes of the
majority set and minority set are equal. The training set thus balanced may be used for training classiers. In
this work, we used both standard GP and the GP approach described by [29] to evolve optimal classifiers.

Dataset

Training Dataset Testing Dataset

Crossover-Based oversampling

Majority Set >
Minority Set

Balanced
training dataset

Select 2 random samples from minority set

Apply 1 point crossover to the 2
samples to generate 2 new samples

Add the new samples to the minority set

Optimal Classifier

Classification Result

No

Yes

GP-H
- Each individual (parent,child)
represent a tree-based classifier
Form current population from

randomly generated individuals

Evaluate the fitness of each
individual in current population

Optimal solution
or Max generation?

Select individuals as parents

Apply 1 point crossover to
parents to generate children

Apply hybrid mu-
tation to children

Form current population
from children generated

No

Yes

Figure 2. Flow diagram of the proposed approach.

2.5. Results and discussion
All the experiments in this study were implemented in Python 3.7. Table 3 shows the results on the five
imbalanced datasets.

We conducted experiments on each dataset using eight different settings. The experiments were repeated
ten times for each setting and dataset. The results presented here are the averages of 10 experiments. The
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Table 3. The performance of the proposed approach versus other approaches on test sets. For each dataset, the best
result is highlighted in bold.

Dataset name Approach F1-score Recall Precision Accuracy
GP-H + crossover-based oversampling 98.70 98.70 98.70 98.70
GP-H + SMOTE 95.71 95.71 95.73 95.71
GP-H + Random oversampling 95.48 95.48 95.49 95.48

Ling-Spam GP-H + Without resampling 89.01 89.00 89.04 89.00
Standard GP + crossover-based oversampling 94.86 94.86 94.88 94.86
Standard GP + SMOTE 95.56 95.56 95.58 95.56
Standard GP + Random oversampling 94.08 94.08 94.10 94.08
Standard GP + Without resampling 94.93 94.99 94.88 94.93
GP-H + crossover-based oversampling 79.65 80.00 79.31 79.54
GP-H + SMOTE 69.95 69.95 69.97 69.95
GP-H + Random oversampling 69.15 69.15 69.14 69.15

DATD GP-H + Without resampling 64.13 64.13 64.14 64.13
Standard GP + crossover-based oversampling 68.58 68.60 68.57 68.55
Standard GP + SMOTE 68.60 68.80 68.41 68.60
Standard GP + Random oversampling 68.80 68.82 68.79 68.80
Standard GP + Without resampling 70.98 70.99 70.98 70.98
GP-H + crossover-based oversampling 80.44 80.50 80.39 80.44
GP-H + SMOTE 76.89 76.89 76.89 76.89
GP-H + Random oversampling 75.70 75.93 75.49 75.80

DATD-English GP-H + Without resampling 70.06 70.08 70.06 70.06
Standard GP + crossover-based oversampling 78.25 78.31 78.21 78.25
Standard GP + SMOTE 71.60 71.71 71.50 71.60
Standard GP + Random oversampling 72.47 72.95 72.00 73.57
Standard GP + Without resampling 75.33 75.49 75.19 75.33
GP-H + crossover-based oversampling 95.83 95.83 95.83 95.83
GP-H + SMOTE 86.14 86.20 86.10 85.26
GP-H + Random oversampling 85.60 86.80 84.44 85.23

SMS Spam GP-H + Without resampling 77.54 78.00 77.10 77.53
Standard GP + crossover-based oversampling 87.80 88.39 87.23 87.72
Standard GP + SMOTE 91.84 92.01 91.69 91.86
Standard GP + Random oversampling 91.26 91.45 91.09 91.26
Standard GP + Without resampling 86.76 86.90 86.63 86.35
GP-H + crossover-based oversampling 88.54 88.52 88.58 88.52
GP-H + SMOTE 72.42 72.44 72.42 72.42
GP-H + Random oversampling 72.60 73.00 72.21 72.58

Re_dataset_two_labels GP-H + Without resampling 70.97 71.90 70.08 71.03
Standard GP + crossover-based oversampling 66.41 66.82 66.01 66.41
Standard GP + SMOTE 70.34 70.60 70.10 70.34
Standard GP + Random oversampling 69.48 69.48 70.49 69.48
Standard GP + Without resampling 66.37 66.47 66.29 66.37
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performance of two frequently used oversampling techniques, namely SMOTE and random oversampling, are
presented to demonstrate the superiority of the proposed technique. The results of using the imbalanced data
without any oversampling are also presented to provide a baseline.

The proposed approach achieved a significant performance improvement on all datasets compared with
GP using SMOTE oversampling, GP using random oversampling, and GP without any oversampling techniques.

In general, we observed that the worst results are associated with the GP-H when the original dataset is
used (GP-H + Without resampling in four out of five datasets, and the other dataset was with Standard GP
+ Random oversampling). The imbalanced dataset causes the model to misclassify the text as it biases toward
the majority class. Moreover, when a classifier is trained on an imbalanced dataset, it frequently creates models
that favor the majority class and perform poorly on the minority class [31].

The proposed oversampling technique worked better with the hybrid mutation technique, as seen in
Table 3. Moreover, the proposed approach (crossover-based oversampling and GP-H) always achieved the best
results. When employed with the standard GP framework, the crossover-based oversampling technique failed
to improve the performance; however, it consistently scored the highest F1-score when combined with GP-H.

Table 4 presents the state-of-the-art F1-score and classification model for each dataset to the best of our
knowledge. Only one of the state-of-the-art systems on the datasets mentioned above tackled the imbalance
problem. The best-published result for DATD-English and SMS Spam are produced by SVM models in [28, 34],
respectively. Even though the SVM model has been used successfully with any new test set that may come
from various distributions, the SVM’s goal is to reduce the training error rate, which results in a model biased
to the majority class [35]. Naïve Bayes (NB) model was used in [30], whereas for DATD [33], an LSTM model
was implemented. In [32], a GP approach was used with SVM as a classifier.

As shown in Table 4, the proposed approach achieved higher results than the state-of-the-art on all
datasets proving the proposed approach’s effectiveness in the context of an imbalanced dataset. The maximum
improvement was 56.28% on the Ling-spam dataset, while the minimum improvement was 1.83% on SMS Spam.

As Table 5 shows the average running time of GP-H + crossover-based oversampling is faster than other
methods on all used datasets. The proposed method achieves the best results on all datasets in terms of F1-
score, Recall, Precision, and Accuracy; moreover, experimental results show that it is more efficient in terms of
execution time.

Table 4. The state-of-the-art of each dataset.

Dataset name Model F1-score of
state-of-
the-art

F1-score of
proposed
approach

Ling-Spam GA-SVM 33.42 [32] 98.70
DATD LSTM 76.60 [33] 79.65
DATD-English SVM 75.00 [28] 80.44
SMS Spam SVM 94.00 [34] 95.83
Re_dataset_two_labels LSTM 83.68 [30] 88.54
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Table 5. Average running time of all methods. For each dataset, the shortest time is highlighted in bold.

Dataset name Approach Running Time (Seconds)
GP-H + crossover-based oversampling 211.45
GP-H + SMOTE 212.23
GP-H + Random oversampling 221.00

Ling-Spam GP-H + Without resampling 253.64
Standard GP + crossover-based oversampling 267.38
Standard GP + SMOTE 262.65
Standard GP + Random oversampling 291.10
Standard GP + Without resampling 256.52
GP-H + crossover-based oversampling 164.37
GP-H + SMOTE 172.40
GP-H + Random oversampling 251.70

DATD GP-H + Without resampling 243.38
Standard GP + crossover-based oversampling 194.12
Standard GP + SMOTE 201.00
Standard GP + Random oversampling 217.96
Standard GP + Without resampling 172.15
GP-H + crossover-based oversampling 453.38
GP-H + SMOTE 471.51
GP-H + Random oversampling 496.81

DATD-English GP-H + Without resampling 497.59
Standard GP + crossover-based oversampling 490.73
Standard GP + SMOTE 480.27
Standard GP + Random oversampling 502.19
Standard GP + Without resampling 510.91
GP-H + crossover-based oversampling 527.34
GP-H + SMOTE 539.45
GP-H + Random oversampling 564.84

SMS Spam GP-H + Without resampling 601.88
Standard GP + crossover-based oversampling 571.14
Standard GP + SMOTE 584.21
Standard GP + Random oversampling 604.49
Standard GP + Without resampling 591.34
GP-H + crossover-based oversampling 204.03
GP-H + SMOTE 210.86
GP-H + Random oversampling 232.95

Re_dataset_two_labels GP-H + Without resampling 235.35
Standard GP + crossover-based oversampling 261.54
Standard GP + SMOTE 225.58
Standard GP + Random oversampling 229.32
Standard GP + Without resampling 238.27
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3. Conclusion
In machine learning, an imbalanced dataset’s classification is a challenging task and an interesting research topic.
In this study, the issue of the imbalanced dataset was addressed by proposing a complete framework combining
GP and crossover-based oversampling for the classification task at hand. The crossover-based oversampling
approach is easily implemented, does not result in information loss, and successfully reduces the bias of classifiers
for the imbalanced datasets.

In order to illustrate the improved performance of the proposed system employing GP-H with cross-over
based oversampling, it was compared to the GP model in conjunction with other oversampling techniques.
Moreover, it was compared to the state-of-the-art. The experimental results proved that using the crossover-
based oversampling technique in conjunction with the hybrid mutation of the GP improved the performance on
imbalanced datasets.

The proposed system provides a complete solution that proved effective in the experiments presented;
compared with the state-of-the-art, it provided the highest F1-scores in all five imbalanced datasets. Further-
more, in comparison to GP approaches that use different methods, experimental results demonstrated that the
proposed approach greatly reduces running time and, more notably, improves classification performance.

In future work, we will determine an optimum ratio of the minority to the majority class to improve per-
formance. Moreover, the effectiveness of the proposed approach on an imbalanced dataset for multiclassification
tasks will be explored.
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