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Abstract: The diagnosis of diabetes, a prevalent global health condition, is crucial for preventing severe complications.
In recent years, there has been a growing effort to develop intelligent diagnostic systems for diabetes utilizing machine
learning (ML) algorithms. Despite these efforts, achieving high accuracy rates using such systems remains a significant
challenge. Recent advancements in ensemble ML methods offer promising opportunities for early detection of diabetes,
as they are known to be faster and more cost-effective than traditional approaches. Therefore, this study proposes
a practical framework for diagnosing diabetes that involves three stages. The data preprocessing stage encompasses
several crucial tasks, including handling missing values, identifying outliers, balancing the data, normalizing the data,
and selecting relevant features. Subsequently, the hyperparameters of the ML algorithms are fine-tuned using grid search
to improve their performance. In the final stage, the framework employs ensemble techniques such as bagging, boosting,
and stacking to combine multiple ML algorithms and further enhance their predictive capability. Pima Indians Diabetes
Database open-access dataset was used to test the performance of the proposed models. The experimental results of
this framework indicate the superiority of ensemble methods in diagnosing diabetes compared to individual ML models.
The stacking method achieved the best accuracy among the ensemble methods, with the stacked random forest (RF)
and support vector machine (SVM) model attaining an accuracy of 97.50%. Among the bagging methods, the RF model
yielded the highest accuracy, while among the boosting methods, eXtreme Gradient Boosting (XGB) model achieved the
highest accuracy rates of 97.20% and 97.10%, respectively. Moreover, our proposed framework outperforms other ML
models as confirmed by the comparison. The study has demonstrated that ensemble methods are crucial for accurate
diabetes diagnosis, enabling early detection through efficient preprocessing and calibrated models.
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1. Introduction
Diabetes is a chronic condition characterized by insufficient insulin production in the pancreas (type 1 diabetes,
or T1D) or ineffective use of insulin in the body (type 2 diabetes, or T2D) [1]. Insulin, a hormone responsible
for regulating blood sugar levels, is essential in maintaining proper health. When diabetes goes uncontrolled, it
leads to hyperglycemia, which over time can cause significant damage to various body systems, particularly the
nerves and blood vessels [2]. The World Health Organization (WHO) reports that diabetes is one of the leading
causes of death worldwide. Furthermore, 422 million people, primarily in low- and middle-income countries,

∗Correspondence: esonuc@karabuk.edu.tr

This work is licensed under a Creative Commons Attribution 4.0 International License.
722

https://orcid.org/0000-0002-1874-920X
https://orcid.org/0000-0001-7425-6963


SAIHOOD and SONUÇ/Turk J Elec Eng & Comp Sci

are living with the disease. As a result, diabetes is responsible for approximately 1.5 million deaths per year
worldwide.1

In recent years, a significant increase has been observed in diabetics. Over the past several decades, the
number of cases and the prevalence of diabetes have consistently risen. This condition can result in serious
complications such as heart disease, hypertension, and stroke [3]. Early diagnosis and prediction of diabetes
are critical to mitigating and avoiding complications of this disease [4]. Diagnosis of diabetes is often delayed
due to a lack of attention to personal health and regular visits to healthcare facilities. This may lead to severe
complications, even the loss of the patient’s life. To address this issue, patients’ health records and clinical data
can be utilized to predict and diagnose diabetes in its early stages [5]. An intelligent system can aid in the
prediction of diabetes by analyzing and extracting insights from clinical data.

The field of medicine has benefited greatly from the advancements in artificial intelligence (AI) and
machine learning (ML) techniques [6]. ML helps to develop intelligent algorithms to perform tasks based on
patterns and inference rather than explicit instructions. These algorithms are able to analyze a large datasets
and uncover hidden patterns [7]. Hence, researchers have designed various ML models for the diagnosis of
diseases [8]. Most of the traditional ML algorithms have been performed in the area, such as decision tree (DT),
support vector machine (SVM), K-nearest neighbors (KNN) [9], various deep learning techniques and artificial
neural networks (ANNs) models [10, 11]. However, no single technique has been deemed universally suitable
for disease diagnosis. This presents a challenge for researchers to design innovative and competitive models for
the diagnosis of diabetes. One of the contributing factors is the lack of attention paid to data preprocessing,
which can significantly improve diagnostic results, but the effectiveness of ML refinements is highly dependent
on the quality of data used in the training phase [12]. For these reasons, the accuracy of the diagnosis remains
a major challenge for researchers.

Ensemble modeling refers to the technique of generating multiple models with diverse algorithms or
training datasets for predicting an outcome. The predictions of each base model are then combined to produce
a final prediction for the unseen data. The primary objective of ensemble models is to decrease the generalization
error in prediction [13]. Ensemble methods are preferred over single models for two main reasons. Firstly, an
ensemble model can enhance the performance of the model and produce superior predictions compared to a single
model. Secondly, it also strengthens the robustness of the model by decreasing the dispersion of predictions and
performance. There are only a few ensemble models proposed for diabetes diagnosis in the literature [14, 15].
Additionally, while preprocessing is recognized as a crucial step in improving the performance of ML models
[16, 17], it appears that many studies in this field do not devote sufficient attention to this aspect. Thus, the
significance and effectiveness of preprocessing techniques in this context have not been fully explored. This
study proposes a three-stage ensemble learning approach to improve the accuracy of a diabetes diagnosis. The
main contributions and limitations can be listed as follows:

• The three stages involved in the study are data preprocessing, hyperparameter tuning using the grid search
method, and combining individual ML algorithms through ensemble learning models (bagging, boosting,
and stacking).

• The experimental results of this framework indicate the superiority of ensemble methods in diagnosing
diabetes compared to individual ML models.

1WHO (2023). Diabetes [online]. Website https://www.who.int/health-topics/diabetes [accessed 20 February 2023].

723



SAIHOOD and SONUÇ/Turk J Elec Eng & Comp Sci

• The study highlights the importance of combining individual ML models through ensemble methods for
accurate diabetes diagnosis, which could effectively detect the condition in its early stages.

• The superiority of the proposed model is confirmed through k-fold cross validation and a comparative
analysis of its performance against other ML models reported in existing literature.

• The generalizability of the study findings to other datasets may be limited due to the exclusive use of the
Pima Indians Diabetes Database (PIDD) open-access dataset.

The rest of the paper is organized as follows. Section 2 provides a brief overview of the relevant literature in
the field. Section 3 provides a comprehensive description of the proposed method, including its various stages.
Section 4 presents and evaluates the results obtained, with a comprehensive discussion of the findings. Finally,
Section 5 concludes the study and suggests directions for future works.

2. Related work
In the field of medical diagnosis, researchers have demonstrated significant interest in the use of ML algorithms.
One of the popular subjects in this domain is the diagnosis of diabetes, which has received considerable attention
in the literature. Table 1 provides a summary of the ML models that have been proposed for the prediction of
diabetes. Despite the progress that has been made, it remains a challenge to develop more accurate prediction
methods.

The efficacy of different ML algorithms (ANN, SVM, KNN, DT, naive Bayes (NB), linear regression,
random forest (RF), and adaptive boosting (AdaBoost)) were evaluated for the diagnosis of diabetes [12]. The
data preprocessing steps included the selection of significant features from the PIDD dataset using the Pearson
correlation as feature selection method. The data was divided into testing and training sets using k-fold cross
validation and the train/test splitting method, and the ML algorithms were then evaluated using the testing set.
ANN demonstrated the highest accuracy, while the other techniques achieved competitive results. In a similar
study, ANN was again found to be the most effective technique, surpassing both the RF and K-mean [18]. ANN
provided the best accuracy and was superior to both RF and K-mean. To address the overfitting problem in
ANNs, dropout method was applied to the ANN model, which resulted in a significant improvement in accuracy
[19]. DT, SVM, and NB were investigated for early diagnosis of diabetes and found that the NB performed
best, with an accuracy of 76.30% [20]. To improve the accuracy of diabetes prediction, logistic regression (LR)
was also suggested [21]. In another study [22], the effectiveness of a set of rarely ML algorithms (Reduces Error
Pruning Tree, KStar, oneR, PART, sequential minimal optimization, and BayesNet) were examined, using 10-
fold cross validation for training and testing. A well-tuned MLP (multilayer perceptron) was suggested for early
prediction of diabetes, and compared its performance with a set of other ML algorithms which are K-mean,
fuzzy c-means clustering (FCM), ANN, and convolutional neural network (CNN). The MLP demonstrated the
best performance for early diabetes prediction among all comparative methods [23].

Another effort to improve the accuracy of diabetes diagnosis was data preprocessing process which
involved the selection of the most significant samples and the detection of outliers using the radial basis
function (RBF) [24]. The performance of a set of ML algorithms was then compared, and the MLP network
with optimal stochastic gradient descent (SGD) outperformed the others. In order to achieve a more precise
diagnosis, a voting method was utilized to combine individual ML algorithms, including DT, NB, SVM, RF,
and ANN [25]. The proposed system was evaluated on the PIDD dataset, and the ensemble learning model that
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combined DT and ANN models demonstrated the highest accuracy. In another study, researchers conducted
a study to assess the effectiveness of LR and ensemble methods for the diagnosis of diabetes, both with and
without feature selection methods [26]. Performance experiments were performed on two datasets, PIDD and
Vanderbilt, and the ensemble methods were built by combining LR, NB, SVM, KNN, and DT using stacking
and voting methods. The results showed that the voting method achieved the highest accuracy, outperforming
the other techniques when comparing the performance on both datasets. The popularity of ensemble learning
models in disease diagnosis has been growing in recent years, as a result of their demonstrated success. Five
ensemble learning models (RF, AdaBoost, gradient boosting (GB), eXtreme Gradient Boosting (XGB), and a
voting model) were investigated for diabetes diagnosis [27]. Before applying the ensemble learning models, the
PIDD dataset was balanced, as well as the hyperparameter tuning of the models using the grid search method.
The proposed ensemble learning models were tested on the PIDD dataset, with the XGB model exhibiting the
best performance. A stacking model consisting of a SVM as a metalearner and four different ML models as
base-learners, was also employed during the testing phase. It is worth highlighting that the stacking model,
e.g., light gradient boosting machine (LightGBM), demonstrated superior performance scores across multiple
diabetic datasets, including the PIDD dataset [14, 15].

Table 1. Summary of the recent studies for prediction of diabetes.

Ref. Year Data
balancing

Feature
slection ML algorithms Best method

(accuracy)
[19] 2018 - - DL. DL (88.41%)
[20] 2018 - - NB, SVM, DT. NB (76.30%)
[25] 2018 - ✓ DT, NB, SVM, RF, ANN, Voting. Voting (94.50%)

[22] 2019 - - REPTree, KStar, oneR,
PART, SMO, BayesNet. REPTree (74.48%)

[18] 2019 - ✓ ANN, RF, K-mean. ANN (75.70%)

[24] 2020 - - NB, SVM, RF, DT, RFE,
MLP-SGD, RFE + MLP-SGD. MLP-SGD (96.90%)

[21] 2021 - - LR. LR (75.32%)

[26] 2021 - ✓ LR, NB, SVM, KNN,
DT, Stacking, Voting. Voting (77.83%)

[27] 2021 ✓ - RF, AdaBoost, GB, XGB, Voting. XGB (80.00%)

[12] 2021 - ✓ ANN, SVM, KNN, DT,
NB, LR, RF, AdaBoost. ANN (88.60%)

[23] 2022 - - K-mean, FCM, ANN,
CNN, MLP. MLP (86.08%)

[15] 2023 - - KNN, NB, LightGBM,
Adaboost, RF. Stacking (90.76%)

[14] 2023 - ✓ LR, DT, RF, GB, SVM. Stacking (92.00%)

3. The proposed framework

This study comprises of several sequential stages. In the first stage, the data was prepared effectively by
implementing the data preprocessing including filling the missing values, outlier detection, data balancing, data
normalization, and feature selection. Filling the missing values helps to ensure that no information is lost during
the modeling process. Handling outliers can improve the performance of the model by reducing the impact of
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extreme values. Data balancing ensures that the model is not biased towards a particular class, which can help
in building a more robust and accurate model. Data normalization can bring all features to the same scale
and reduce the effect of variables with a wide range of values. Feature selection can help to identify the most
relevant variables and reduce the complexity of the model, which can lead to improved performance and a more
straightforward interpretation of the results. Combining these steps in an ensemble method can result in a
more accurate and robust model that is capable of handling complex datasets with missing values, outliers, and
imbalanced classes. In the second stage, the hyperparameters of the ML algorithms were tuned using the grid
search. Later, the ensemble methods were built by combining individual well-tuned ML models. In the final
stage, the performance of the models were evaluated using common performance evaluation measures: accuracy,
precision, recall, and F1-score. A general overview of the proposed framework was depicted in Figure 1.

Training the ML Models

Base
Classifiers

PIDD

Data Pre-processing

Fill the missing values

Handling the Outliers

Data Balancing

Data Normalization

Feature Selection

SVM KNN DT

LR MLP

Ensemble
Methods
Bagging

Stacking

Boosting
Result &
Analysis

Hyper-parameters Tuning using Grid Search

K-Fold
Cross

Validation

Figure 1. The proposed framework.

PIDD dataset which can be downloaded from UCI machine learning repository2 was used for experimen-
tation. Like many medical datasets, the dataset used in this study contains missing values and a disparity in
its distribution. The dataset comprises 768 records of patients, with 268 being diabetic and 500 nondiabetic. It
contains 8 features and a target variable called ”outcome”, which are illustrated in Table 2.

Table 2. The features of the Pima Indians Diabetes Database dataset.

# Feature name Data type
1 Age Continuous
2 Pregnancies Discrete
3 Glucose level Continuous
4 Blood pressure Continuous
5 Skin thickness Continuous
6 Insulin level Continuous
7 BMI Continuous
8 Diabetes pedigree function Continuous
9 Outcome Discrete

3.1. Data preprocessing
The preprocessing of the diabetes data in this study was performed to address the inconsistencies and noise in
the raw data. This is a critical step for ML algorithms as the quality of the input data has a significant impact

2https://www.kaggle.com/datasets/uciml/pima-indians-diabetes-database
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on the efficiency and accuracy of the model [28]. Therefore, the preprocessing stage is crucial for achieving high
performance in building a model.

3.1.1. Filling the missing values

Five columns in PIDD dataset were noted to contain missing values (glucose, insulin, blood pressure, BMI,
and skin thickness) that must be filled in. To handle these missing values, a mean imputation approach was
employed in this study, where the mean value of each column was calculated based on the target class to which
the missing value belonged (see Table 3).

Table 3. Average values calculated for missing values of the relevant feature.

Target (class) Glucose Insulin Blood pressure BMI Skin thickness
0 (Nondiabetic) 107 102.5 70 30.1 27
1 (Diabetic) 140 169.5 74.5 34.3 32

3.1.2. Outliers detection
The interquartile range (IQR) is used to detect outliers. The IQR, which measures the distance between the
first quartile (Q1) and the third quartile (Q3), is a widely accepted measure of central tendency and provides
insight into the distribution of the data. By determining the range that encompasses the middle half of the
data, the IQR is a useful tool for identifying potential outliers. The following steps were followed to detect and
process outliers:

• Determining the first quartile (Q1).

• Determining the third quartile (Q3).

• Calculating the quartile range (IQR) by subtracting Q1 from Q3.

• The lower and upper limits of the normal data range were established using (1) and (2), respectively.

Lower whisker = Q1 − (1.5× IQR) (1)

Upper whisker = Q3 + (1.5× IQR) (2)

3.1.3. Data balancing

The categories in the PIDD dataset are imbalanced, with the diabetic category having a sample size of 268,
and the nondiabetic category having a sample size of 500. To address this imbalance, the synthetic minority
oversampling technique (SMOTE) [29] was employed to increase the size of the smaller category to be equivalent
to the larger category. Following the implementation of the SMOTE, the distribution of each category was
adjusted to achieve a state of equilibrium among them.
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3.1.4. Data normalization
The min-max normalization method was applied to the numerical column values in the PIDD dataset to achieve a
common scaling between 0 and 1 while maintaining the value ranges. This normalization was performed through
Equation (3) [30]:

Y = (a−min(a)) ⁄ (max(a)−min(a)), (3)

where Y represents the normalized value, a represents the original value, min(a) represents minimum value,
and max(a) represents the maximum value.

3.1.5. Feature selection
The selection of relevant and influential features in a dataset plays a significant role in enhancing the performance
of ML algorithms while also reducing computational requirements [31]. Feature selection methods reduce the
dimensionality of the input data by identifying the most important features. There exist several methods for
building feature selection methods, including filter methods, wrapper methods, and embedded methods [32]. To
determine the most important features of PIDD dataset, the recursive feature elimination (RFE) was applied.
RFE is one of the most popular encapsulation methods, due to its ease of configuration and effectiveness in
selecting important features. The RFE operates by utilizing an ML algorithm as an estimator to select the
features that are most relevant to the target [33]. It starts with all the features at the beginning and removes
one by one from the least important features until the best subset of features is achieved. Consequently, four
features were selected: age, glucose level, skin thickness, and insulin level.

3.2. ML algorithms
After completing preprocessing, which involved data preparation and feature selection, the ML algorithms for
diagnosing diabetes were implemented. The following paragraphs provide a brief overview of each ML algorithm
utilized.

DT is a well-known and effective supervised learning method that can be applied to both classification
and regression problems. The structure of the DT is represented in the form of a tree, with the highest node
being the root and each internal node representing a test on a feature. Each internal node represents a test on a
feature, each branch indicates the result of the test, and each leaf node indicates a class label [34]. To diagnose
diabetes, the CART (classification and regression tree) approach was employed, which generates binary trees
and uses the entropy as a method for feature selection in classification problem

SVM is a powerful supervised ML model that is frequently utilized for classification problems. It classifies
data by constructing a hyperplane or line that separates two classes within a dataset. The optimal hyperplane is
determined by calculating the distance between the points of the two different classes and identifying the points
closest to each class, referred to as support vectors. The hyperplane that offers the greatest margin between
the hyperplane and the support vectors is then chosen [20].

LR is a supervised learning classification model that fits data to a logistic curve to forecast the likelihood
of an occurrence using a statistical model. This model is utilized to estimate discrete values, such as 0/1 or
yes/no, based on a set of independent variables. The model fits the data to a logistic curve, representing the
probabilities in favor of a specific event. LR is a multivariable method that endeavors to establish a functional
relationship between two or more predictor variables and a single dependent variable [21]. In the present study,
Binary LR is used to predict the membership of two categorical outcomes, namely, “diabetic” and “nondiabetic”.
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KNN is one of the simplest ML algorithms that can be applied to both classification and regression
problems. KNN assumes that convergent objects are the same. In other words, similar things are close to each
other. To classify an instance, KNN computes the distances between the instance and all the instances in the
training set. Then, it selects the “k” nearest neighbors based on the computed distances and determines the
class label of the instance by taking a majority vote among the k nearest neighbors [35]. In this study, the
Minkowski distance was used to measure the distances between instances, and multiple values of k were tried
to determine the optimal value for k.

MLP is a subtype of feed-forward ANNs designed to address nonlinear problems. The MLP structure
consists of three layers, the first layer is the input layer, the middle layer is represented by one or more hidden
layers, and the last layer is the output layer [7]. The input layer inputs the data to the first hidden layer, which
consists of neurons. Within each neuron, the sum of the product of the input vectors multiplied by the initial
weights with the added bias value is calculated. The activation function is then applied to the sum to obtain
the output of the neuron. This output is then propagated forward through the rest of the hidden layers, until
the final output is obtained through the output layer. The error between the actual and predicted values is
calculated, and the weights are updated using the backpropagation method, which minimizes the error rate [36].

3.3. Tuning the hyperparameters of ML algorithms

ML algorithms have a set of hyperparameters that are used to control the learning process. Optimal tuning
of hyperparameters helps greatly to improve the performance and stability of ML algorithms [37]. While
manual experimentation can be used to set hyperparameters, this process can be time-consuming. To address
this issue, in the present study, grid search is applied to determine the optimal hyperparameters for the ML
models. A set of hyperparameters and their values are fed to the grid search. The model is then trained with
different combinations of hyperparameter values to determine the optimal set [38]. Table 4 shows the parameter
configurations for each classifier.

3.4. Ensemble methods
Ensemble methods, which incorporate a combination of multiple ML algorithms, offer a solution to the challenge
of improving the generalizability and robustness of individual ML model. These methods are often seen to
mitigate the variance and overfitting issues that are commonly encountered when relying solely on a single
technique. The construction of ensemble methods typically involves one of three main approaches: bagging,
boosting, or stacking methods [39].

3.4.1. Bagging methods

Bootstrap aggregation, commonly referred to as bagging, is a widely used ensemble method that leverages the
parallel combination of multiple instances of the same model to enhance model performance and stability. The
bagging method operates in two phases: bootstrapping and aggregation. During the bootstrapping phase, base
classifiers are trained on subsets of the dataset and produce independent predictions for each classifier. The
aggregation stage then compiles the predictions of these classifiers and employs voting to determine the final
prediction [28, 40]. The benefit of using bagging methods is to combine weak individual classifiers to form a
strong classifier that is more robust than weak classifiers. Some of the most well-known examples of bagging
methods include the RF model and extra tree model [39].
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Table 4. The hyperparameters and input values for the classifiers.

Algorithm Hyperparameters and their possible values Selected value

DT

Max depth = range(1,20) 8
Criterion = [‘gini’, ‘entropy’] entropy
Splitter = [‘best’, ‘random’] best
Max features = [‘auto’, ‘sqrt’, ‘log2’] auto

SVM
Degree = range (1,10) 5
Gamma = [‘scale’, ‘auto’] scale
Kernel = [‘linear’, ‘poly’, ‘rbf’, ‘sigmoid’] rbf

LR
Penalty = [‘l1’, ‘l2’, ‘elasticnet’, ‘none’] none
Solver = [‘lbfgs’, ‘liblinear’, ‘newton-cg’, ‘newton-cholesky’, ‘sag’, ‘saga’] lbfgs
Max iteration = [100, 1000, 10000] 10000

KNN

N neighbors = range(1,20) 4
Weights = [‘uniform’, ‘distance’] distance
Algorithm = [‘auto’, ‘ball_tree’, ‘kd_tree’, ‘brute’] ball_tree
Leaf size = range(20,50) 40
Metric = [‘minkowski’, ‘euclidean’] minkowski
P = range(1,4) 2

MLP

Hidden layer sizes = range(100,400) 300
Activation =[‘identity’, ‘logistic’, ‘tanh’, ‘relu’] relu
Solver = [‘lbfgs’, ‘sgd’, ‘adam’] lbfgs
Learning rate = [‘constant’, ‘invscaling’, ‘adaptive’] adaptive

RF model is a widely used ensemble method that is based on the bagging method. In this model,
several classification and regression trees (CARTs) are generated, where each tree is trained on a subset of the
original dataset. The predictions made by all the decision trees within the forest are aggregated and the final
classification decision is made based on a majority vote of the trees [28, 41].

Similar to the RF model, extra tree (ET) model is also based on the compilation of a set of CARTs.
Despite this similarity, differences can be observed in the training methodology utilized by the two models.
Whereas the RF model trains its individual CARTs on a variety of random subsamples of the dataset, the ET
model employs the original dataset to train its CARTs [41]. In the present study, a bagging model was built of
each individual ML algorithm (DT, SVM, LR, KNN, and MLP), in addition to the usage of both the RF and
ET models.

3.4.2. Boosting methods
The boosting method is a sequential ensemble learning model that aims to reduce variance and improve
prediction accuracy by combining weak classifiers. The fundamental concept behind boosting methods is to
identify models that complement each other, such that each subsequent model aims to rectify the prediction
errors made by the previous model. The final classification result is determined through voting, as with bagging
methods [42].

Adaptive boosting (AB), also known as AdaBoost trains a primary learning model on the dataset, followed
by additional models on the same dataset. AB is referred to as an adaptive method as subsequent weak learners
are modified to give weight to cases that were misclassified by earlier classifiers [27].
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The gradient boosting (GB) model is a type of boosting method that combines a set of weak classifiers,
usually CARTs. It is constructed in a stage-wise fashion, with the difference from other methods being that it
optimizes a differentiable arbitrary loss function [27, 41].

XGBoost is short for eXtreme Gradient Boosting (XGB), which is an improvement of the GB model.
It is distinguished from the GB model by its ability to sample both rows and columns, as opposed to just
columns in the GB model. Furthermore, XGB has the advantage of consuming fewer computational resources
and achieving superior results in a shorter period [27, 41].

3.4.3. Stacking methods
Stacking is a type of ensemble method that has been demonstrated to be effective in improving the performance
of individual ML algorithms. This method involves combining heterogeneous weak learners through the use
of a metaclassifier. The stacking method consists of two primary levels, namely Level 0 and Level 1, or the
metaclassifier level. At Level 0, multiple base ML algorithms are trained on the training dataset. The predictions
of the base methods from Level 0 are then passed to the upper layer (Level 1), where one of the base ML
algorithms is designated as the metaclassifier, which often utilizes a LR. In Level 1, the metaclassifier is trained
on both the predictions from Level 0 and the training dataset to produce the final predictions.

For this work, various models including DT, SVM, LR, KNN, MLP, and RF, are constructed by combining
the various ML algorithms used at Level 0, while the LR is employed as the metaclassifier at Level 1.

3.5. Performance metrics
The performance of the ML algorithms was evaluated using four quality metrics, namely: accuracy, precision,
recall, and F1-score. In this analysis, samples that contain diabetes were considered positive and were rep-
resented by the value “1”, while healthy samples were considered negative and represented by the value “0”.
Equations (4) through (7) present the mathematical formulations of the performance metrics. The following
definitions were used to compute the performance metrics:

• True positive (TP): Individuals diagnosed with diabetes who have diabetes.

• True negative (TN): Individuals diagnosed as healthy who do not have diabetes.

• False positive (FP): Individuals diagnosed with diabetes who are healthy.

• False negative (FN): Individuals diagnosed as healthy who have diabetes.

Accuracy =
TN + TP

TN + TP + FN + FP
(4)

Precision =
TP

TP + FP
(5)

Recall =
TP

TP + FN
(6)

F1− score =
2× Precision×Recall

Precision+Recall
(7)

731



SAIHOOD and SONUÇ/Turk J Elec Eng & Comp Sci

4. Results and discussion
The Python programming language was utilized to perform classification procedures.3 All ML algorithms were
implemented using the scikit-learn library, except for the XGB, which is sourced from the XGBoost library.
The models were trained by utilizing feature selection methods to identify crucial features and subsequently
assessed using 5-fold cross validation on a 20% sample of test data. The results achieved in diagnosing diabetes
through the utilization of the proposed models are analyzed and discussed in multiple sections.

4.1. Experimental results of ML algorithms

Five well-tuned individual ML algorithms were applied to diagnose diabetes. Among the all algorithms, DT
achieved the highest level of accuracy, with a rate of 95.50%, along with a precision of 94.97%, recall of 95.79%,
and F1-score of 95.34%. Additionally, the MLP achieved promising results that are relatively close to those
of the DT, with an accuracy rate of 94.90%, precision of 92.13%, recall of 97.70%, and F1-score of 94.87%.
According to the results, SVM ranks third with an accuracy of 92.00%, followed by KNN with an accuracy of
91.40%, and LR with the lowest accuracy of 85.80%. Table 5 presents the results of the performance criteria
for the individual ML algorithms employed for diagnosing diabetes.

Table 5. Classification results of ML algorithms.

Algorithm Accuracy Precision Recall F1-score
DT 0.955 0.950 0.958 0.953
SVM 0.920 0.871 0.986 0.925
LR 0.858 0.829 0.903 0.864
KNN 0.914 0.878 0.962 0.918
MLP 0.949 0.921 0.978 0.949

4.2. Experimental results of ensemble methods
In order to enhance the accuracy of diabetes diagnosis, the bagging technique was employed. In this approach,
distinct bagged models were constructed for each of the individual algorithms utilized, as well as incorporating
both RF and ET models. The results, as presented in Table 6, indicate that the performance of the RF model,
the bagged DT model, and the ET model was highly competitive, achieving the highest, second highest, and
third highest levels of accuracy, with 97.20%, 97.10%, and 96.10% accuracy, respectively. Additionally, the
bagged MLP model demonstrated a slight improvement over the individual MLP model. However, the bagged
KNN model and the bagged LR model did not exhibit any significant improvement.

Three of the most widely used boosting models (AB, GB, and XGB) were constructed for the purpose of
diagnosing diabetes. The results of the performance evaluations, as displayed in Table 7, reveal that the XGB
model achieved the highest level of accuracy at 97.10%, outperforming both the AB and GB models. The GB
model achieved the second highest accuracy rate of 96.90%, while the AB model recorded the lowest accuracy
of 96.60%.

For stacking methods, two-stage performance experiments were conducted. In the first stage, many
stacked models were built by combining different ML (DT, SVM, LR, KNN, and MLP) algorithms. Stacked
models that combine DT with various other algorithms performed better than other models that do not contain

3https://github.com/qusayallahibi95/Ensemble-ML-models-for-diabetes-diagnosis
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a DT. As illustrated in Figure 2, the stacked DT+SVM model achieved the highest accuracy with a rate of
97.20%. The stacked DT+KNN+SVM+LR model and the stacked DT+LR models followed closely, achieving
the second- and third-highest accuracy rates of 96.80% and 96.70%, respectively.

Table 6. Classification results of bagging models.

Bagging models Accuracy Precision Recall F1-score
RF 0.972 0.958 0.988 0.972
ET 0.961 0.934 0.994 0.963
Bagged DT 0.971 0.960 0.984 0.972
Bagged SVM 0.925 0.875 0.992 0.930
Bagged LR 0.845 0.829 0.872 0.849
Bagged KNN 0.912 0.870 0.970 0.917
Bagged MLP 0.950 0.922 0.984 0.952

Table 7. Classification results of boosting models.

Boosting models Accuracy Precision Recall F1-score
AB 0.966 0.955 0.978 0.966
GB 0.969 0.950 0.990 0.970
XGB 0.971 0.957 0.986 0.971
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Figure 2. Accuracy performances of the various stacked models.

In the second stage, stacked models were built by combining the RF model with various individual ML
algorithms to enhance performance. These combinations produced superior results compared to the stacked
models in the first stage, with the stacked RF+SVM model achieving the highest accuracy of 97.50%. The
stacked RF+SVM+LR+DT model ranked second with an accuracy of 97.40%, while the stacked RF+LR and
stacked RF+SVM+LR models ranked third with an accuracy rate of 97.30%. The accuracy of the stacked
RF+ML models is shown in Figure 3.

In order to demonstrate the efficacy of the proposed models for the purpose of diabetes diagnosis, a
comparative analysis was performed utilizing existing studies, as presented in Table 8. The results show that
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the accuracy of diabetes diagnosis is more precise than other approaches [12, 27]. Among the comparative
methods, the highest accuracy was achieved using voting methods with an accuracy of 94.50% [25], whereas the
stacked RF+SVM model in this study achieved an accuracy of 97.50%. Additionally, the proposed XGB model
outperformed the XGB models used in another study [27]. The results of this study also revealed that the
proposed stacked models were more accurate in diagnosing diabetes compared to the existing stacking models
[26]. Figure 4 presents the confusion matrices of the ensemble models developed using different combinations
of individual classifiers. These matrices were used to evaluate the performance of the models based on true
positives, true negatives, false positives, and false negatives. The results presented in the confusion matrices
provide insight into the accuracy of the models in predicting outcomes for different classes. According to our
evaluation criteria, the confusion matrix obtained from the stacking model demonstrated the highest accuracy
in predicting different class outcomes, with a significant number of true positives and true negatives and a
relatively lower number of false positives and false negatives. These findings suggest that the stacking model,
with the given ensemble classifier combination, exhibited the best overall performance. In contrast, the bagging
model exhibited slightly lower accuracy than the stacking model, but still showed a good balance between true
positives and true negatives with fewer false negatives compared to the boosting model. Based on our results,
we recommend the stacking model with the given individual classifier combination if the aim is to achieve a
good balance between accuracy and efficiency.
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Figure 3. Accuracy performances of the RF-based stacked models.

As a result, ensemble learning models, when combined with data preprocessing techniques, have been
shown to yield better predictions for diabetes diagnosis than individual ML models. Data preprocessing can
identify and correct errors, reduce noise and outliers, and normalize data distributions. By using ensemble
models that combine the predictions of several individual models trained on preprocessed data, the accuracy of
the final prediction can be further improved. Ensemble models also mitigate the impact of bias and variability
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in the data, resulting in more robust and reliable predictions. The findings of this study demonstrate that the
prediction accuracy of a learning model is not only dependent on the performance of the model, but can also
be improved through efficient data preprocessing, feature selection, and hyperparameter tuning. Furthermore,
the study highlights the potential of ensemble methods in combining weak classifiers to build strong models.
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Figure 4. Confusion matrices for ensemble models.

Table 8. Comparison with other studies.

Reference ML model Accuracy (%)
[12] ANN 88.60
[14] Stacking 92.00
[15] Stacking 90.76
[18] ANN 75.70
[19] DL 88.41
[20] NB 76.30
[21] LR 75.32
[22] REPTree 74.48
[23] MLP 86.08
[24] MLP-SGD 96.90
[25] Voting 94.50
[26] Voting 77.83
[27] XGB 80.00
This study XGB (boosting) 97.10
This study RF (bagging) 97.20
This study RF+SVM (stacking) 97.50

5. Conclusion
In the field of medical diagnosis, it is of utmost importance to develop a system that is capable of effectively and
accurately diagnosing diseases, particularly in the early stages to prevent further health complications. This
study presents a framework for the diagnosis of diabetes that has been developed with the objective of achieving
high accuracy in the diagnosis. The proposed framework encompasses three key stages: data preprocessing,
hyperparameter tuning, and the application of ensemble methods.

Data preprocessing involves filling missing values, detecting outliers, balancing the data, normalizing the
data, and selecting the most relevant features. The second stage entails the tuning of the hyperparameters of the
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ML algorithms using grid search method. Finally, in the third stage, the framework leverages ensemble methods
such as bagging, boosting, and stacking to combine individual ML algorithms and enhance their performance.
Ensemble methods effectively reduce variance and address the problem of overfitting, resulting in a robust and
high-performing model.

The proposed framework, incorporating effective data preprocessing and well-tuned ensemble learning
models, has demonstrated promising results in the diagnosis of diabetes. In particular, stacking methods
outperformed the other ensemble methods, with the stacked RF+SVM model achieving the highest accuracy of
97.50%. Among the bagging methods, the RF model achieved the highest accuracy of 97.20%, while the XGB
model among the boosting methods demonstrated the best result with an accuracy of 97.10%. The experimental
studies on PIDD have demonstrated that all ensemble models outperformed individual algorithms. The superior
performance of ensemble models can be attributed to several factors. Boosting effectively identifies and reduces
errors in each iteration, resulting in improved model performance. Bagging is particularly effective in decision
trees, enhancing the accuracy and robustness of the models. Additionally, a comprehensive grid search with
different hyperparameters is employed to fine-tune individual models used in stacked ensemble models, leading
to improved overall model performance. Future work should focus on training models on larger datasets to
further improve performance and explore the integration of deep learning techniques in ensemble methods.
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