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Abstract: Fingerprints are one of the most important scientific proof instruments in solving forensic cases. Identification
in fingerprints consists of three levels based on the flow direction of the papillary lines at the first level, the minutiae
points at the second level, and the pores at the third level. The inadequacy of existing imaging systems in detecting
fingerprints and the lack of pore details at the desired level limit the widespread use of third-level identification. The
fact that fingerprints with images based on pores in the unsolved database are not subjected to any evaluation criteria
and remain in the database reveals the importance of the study to be carried out. In this study, different from classical
fingerprint identification methods, a direct pore-based identification system for fingerprint matching is proposed with the
dataset created by using the Docucenter Nirvis device and Projectina Image Acquisition-7000 software as a hyperspectral
imaging system where pores were visualized more clearly. Although difficult from an operational perspective, the pores
in the 800 fingerprints in the database were manually marked for the accuracy of the results. Next, by using a scoring
based on iterative closest point algorithm, latent fingerprints were found. Results suggest that the higher the number
of pores examined and the more accurately the pores were marked, the higher the hit score. At the same time, query
results showed that the scores of other sequential fingerprints in the database which came after the matching fingerprint
were even lower.
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1. Introduction
Fingerprint, an instrument of scientific proof in solving forensic events, plays a very important role in revealing
criminals. The identity of the suspect person is determined through the analysis, comparison, evaluation,
and verification processes related to the fingerprint [1]. With increasing security issues, automatic fingerprint
recognition systems are widely used in crime prevention and detecting criminals [2, 3].

Fingerprint identification is based on features such as minutiae, pores, and papilla unit thickness, which
are the line characteristics extracted from fingerprints. These features are defined at three levels in Figure 1.

In the first level of identification, a classification is made in which macro features related to line charac-
teristics are evaluated. In this level, the central region, delta, flow direction, number of lines, and pattern type
of the fingerprint are examined [4, 5]. In the second level identification, an evaluation is made according to the
relative position and sequences of the line characteristics. Most automatic fingerprint recognition systems are
∗Correspondence: delican19@itu.edu.tr
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based on second-level features since they are stable and distinctive [6, 7]. In the third level identification, small,
shaped details on the papilla line, papilla unit thickness, thinness, edge contours, small, shaped details such as
wrinkles and scars and the positions of the pores formed by the sweat duct mouths are evaluated relative to
each other [8, 9].

Figure 1. Fingerprint features at Level 1 (general pattern), Level 2 (minutiae), and Level 3 (sweat pores).

When the pores are examined within the scope of the third level identification, it has been revealed that
the pores have different shapes and can be single, double, or groups in the form of chains. It has been evaluated
that the pore sizes may vary from small to large and may be located in the center or around the papillary line
[10]. The pores are located on the papillary line in two ways according to their location. Those with clear
borders and located in the middle of the papilla line are called closed pores, while those with no borders located
facing the gap between two papillae are called open pores [11].

From the past to the present, the analysis of second-level features has adequately met the need for
identification in determining the identity of an individual. The satisfactory level of identification has enabled
many academic studies on the automatic fingerprint identification system to focus on second-level features [12].
In fact, the concept of poroscopy has appeared in many publications in the forensic science literature that it
may be involved in the identification process. However, these studies could not be put forward as a basis for
the courts [13, 14].

Currently, pores are still not being used effectively in the fingerprint identification process. Rather,
fingerprint identification systems using second-level features are widely used [15]. As a result of the progress
in biometric tools with technological developments, the use of third-level details in automatic fingerprint
identification systems has revealed the importance of third-level details in cases where second-level features
are not sufficient [16]. It has been emphasized that it is an important requirement to use third-level features to
make more precise and strong identification in order to meet high-level security needs [17, 18].

Ashbaugh defined the concept of poroscopy as third-level features around the phenomenon of identifica-
tion, where quality and quantity depend on several factors [19]. The main reason underlying the limited use
of pores is that the images of the third level details cannot be obtained at a sufficient level due to the spatial
resolution of live scan devices being much lower than 800 dpi [20]. Third-level identification has become more
applicable after it has been developed as an optical resolution (≥1000 dpi) for live fingerprint devices [21]. In
parallel with the technological development of optical resolution, with the development of pore-based imaging
systems, pores contribute more to the effectiveness of fingerprint identification systems [22, 23]. In addition
to these developments, the number of pores and third-level details are considerably higher compared to the
number of minutiae makes the analysis results more successful [24, 25].
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Fingerprint identification systems currently in use may not always be sufficient for identification [26–28].
This situation causes the number of latent fingerprints in the database to increase day by day. This situation
leads to the need to include pore characteristics at different decision-making levels related to fingerprints in
decision-making processes [28–30].

Although the presence of at least twelve characteristics in the second level identification does not seem
to leave any room for doubt in the decision-making process, a third level identification will make the positive
opinion tendencies of the experts stronger by using more details and using up to thousands of pore points
[30, 31].

Another important factor affecting the effective use of pores in decision-making processes and identifi-
cation is the ability to detect qualified fingerprints from the crime scene. In the digital age we live in, it is
an undeniable fact to examine and evaluate fingerprints with advanced technical analysis, by detecting more
qualified fingerprints with more advanced imaging techniques.

New fingerprint detection and imaging technologies are constantly being developed according to the needs
of the field. Unlike traditional optical fingerprint detection systems, fingerprint detection surfaces are scanned
by using light sources of different wavelengths (e.g., 460 nm (blue), 530 nm (green), and 650 nm (red)). Here,
the surface area where the fingerprint is detected causes scattering and absorption movements depending on the
wavelength of the light source. Ultimately, hyperspectral imaging technology is considered to provide better
quality fingerprint detection compared to conventional optical sensors [32].

Today, where more precise evidence is needed to clarify the crime, this study detects fingerprints with
hyperspectral imaging, which enables more qualified fingerprint detection. It is aimed to present a scoring
system based on pore-based matching, using the iterative closest point algorithm, which is based on third-level
identification.

2. Materials and methods
In this research, fingerprints were taken in an accredited laboratory environment and a total of 1050 plain
fingerprint samples were used from 105 donors who signed a consent form. Volunteers (aged 26–42 years old)
were determined from 95 male and 10 female laboratory workers without any disease. They were asked to wash
their hands with soap to remove the contaminants, and then dried their hands in the air. Twenty x 10 cm
images of fingerprints left on mirror plates specially prepared for the study in size of 13.2x magnification and
530 nm lumi light source were taken by using Projectina Image Acquisition (PIA)-7000 software with Projectina
Docucenter Nirvis Hyperspectral Imaging System (Spectral range 350–1100 nm). The main purpose of choosing
the mirror as the surface on which the fingerprints are taken is to try to measure the efficiency of the algorithm
used at the highest level by taking the clear image of the pores.

Ethics committee decision was taken for our study from Istanbul Technical University Health and
Engineering Sciences Human Research Ethics Committee (ITU-SM.INAREK) on 15.02.2022 with the approval
number of ITU-SM.INAREK-2022-03.

From 1050 fingerprints, a database was created from 800 plain fingerprints which was evaluated to have
a sufficient level of pore quality and detail. Fingerprints with a low number of features and low quality were
considered insufficient and excluded from the research. The system was implemented by using MATLAB R2021a
[33]. The flow chart of the entire process in the experiment is shown in (Figure 2).

Before taking fingerprints from the donors, their hands were cleaned under appropriate conditions, taking
into account the sensitivity that there was no contamination on their hands. While fingerprints were being taken,
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moderate pressure was applied to the mirror surface to get the ideal image. 800 fingerprints taken from 105
donors and selected from 1050 fingerprints in the dataset are different from each other.

Figure 2. The process followed in the experiment.

2.1. Validation of the database
For the validation of the fingerprints that we used in the database, we randomly selected 10 fingerprints from
1050 fingerprint datasets. Subsequently, we compared the four pore-based plain fingerprints cross-section images
of a fingerprint, taken one day apart, in terms of time and distortion, and afterward, we shared the image that
1 of the 10 selected fingerprints in Figure 3. We have observed that the positions of the pores have not changed,
and they are all actively existing. However, we cannot say this validation process in the same way for latent
fingerprints, especially when evaluating the contribution of third-level features in the identification process, we
should pay attention to the changes that may exist on latent fingerprints.

Figure 3. Illustration of the ICP algorithm. The sketch version of the red dots is estimated positions of registered
points.
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2.2. Creation of database and marking of pores
The main issue taken into consideration while creating the dataset was the presence of fingerprints with few
second-level features in the AFIS systems database of unidentified latent fingerprints, and the presence of
sufficient number of pore characteristics on the papillary lines of these fingerprints for third-level identification.

Moreover, with the study, it is desired to eliminate the hesitations among the candidates who came after
the AFIS query rather than querying the entire dataset with the pore-based approach.

Figure 4. The second hits scores.

The fingerprints taken, sequentially, were automatically scanned in the entire spectrum first on the
Projectina Docucenter Nirvis Hyperspectral Imaging Device. The imaging of the pores was provided at the
most appropriate light source and wavelength, and then fingerprints with images of the pore characteristics
were scaled one-on-one. Within the scope of the protection of personal data, all fingerprints in the database
were anonymized by giving a sequence number for each donor and visualized as shown in Figure 4.

The coding process was carried out by marking the pores on all fingerprint images with the Computer
Vision Annotation Tool (CVAT) program in the database we obtained (Figure 5). As a result of this coding
process, two-dimensional coordinate information of the pores of each fingerprint was obtained.

Figure 5. Graph of score-based mean and standard deviations data.
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2.3. Matching algorithm

Each marked pore was accepted as a point in the two-dimensional plane and the iterative closest point (ICP)
algorithm was used to compare the two fingerprints [34]. Iterative closest point basically tries to find the
correspondence of each point by minimizing the error between two different point cloud clusters. In scoring the
match rate, the distances between the aligned points obtained as a result of the use of the ICP algorithm and
the pore points of the fingerprint corresponding to the latent fingerprint in the database were used as the error
score. These error scores were distributed linearly between 0 and 10,000 points and the matching rate of each
fingerprint was scored.

Iterative closest point basically determines the rotation and translation matrix between two different point
sets. It minimizes the Euclidean distance between the sets using the singular value decomposition (Figure 6).
For two different point sets, the singular value decomposition (SVD),

Figure 6. Graph of score-based positional mean and positional standard deviation.

P1 ∗ P2 = USV, (1)

where P1 and P2 are the points which represented in the first and second points sets, respectively. In the
SV D , U is an m x m complex unitary matrix, S is an m x n rectangular diagonal matrix with nonnegative
real numbers on the diagonal and V is n x n complex unitary matrix. The rotation at iterative closest point
defined as

R = UV ′, (2)

where matrix R defines the rotation between points sets P1 and P2 . And the translation defined as

T = µP1
− µP2

, (3)

where µP1
and µP2

are the mean of the coordinates of the points in the point sets P1 and P2 , respectively.
With the help of 1, 2, and 3, rotation and translation are calculated. After implementation of ICP

algorithm, expected locations of points from set 1 represented as registered points in Figure 6. Registered
points almost match to points from set 2 [34].
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2.4. Creation of latent fingerprints and finding the threshold value

In this research, the fingerprint no. 127 randomly selected from the database was determined as the latent
fingerprint. In order to determine the threshold value of the pore amount to be used in the database query, latent
fingerprints with 20, 40, 60, 80, 100, and 120 pores were produced in six different point clusters cumulatively
marked from the central region.

Threshold value determination was specified based on the hit scores of the sequential matching fingerprints
that came after first hit, rather than the hit scores obtained as a result of the database query of the first matching
fingerprints.

2.5. Query from the database

2.5.1. Finding the mean and standard deviations

In the light of the data obtained on the threshold value until this stage of the study, all of the 800 fingerprints
in the database were automatically marked as 20, 40, 60, 80, 100, and 120 pore groups by the computer to be
queried by one to n.

A noise was created both to determine the resistance point of the applied algorithm and to express the
losses in the latent fingerprint due to corruptions. A noise was generated by performing a random shift of a
maximum of five pixels in the x-y plane at all pores for each point groups. It is claimed to express the distortions
that occur in latent fingerprints by noise. The amount of noise was generated randomly. The reaction of the
algorithm used with the effect of noise has been tried to be revealed. It is expected that creating more noise
will adversely affect the result of the query made from the dataset.

And for each group of points, latent fingerprints were queried by one to n. In other words, a model was
established in which the number of pores and the amount of noise are constant, and the latent fingerprint is
variable.

As a result of the query, after the noise applied to each group of latent fingerprints (20, 40, 60, 80, 100,
and 120 pore groups); data on the ‘score-based average’ and ‘standard deviations’ of all other latent fingerprints
that came after the matching fingerprint were obtained.

Furthermore, as a result of the query, after the noise applied to each group of latent fingerprints (20,
40, 60, 80, 100, and 120 pore groups); data on the ”score-based positional average” and ”positional standard
deviations” the rank of the matching fingerprint, were obtained.

Thus, the effect limits of random noise applied to all fingerprints in the database on the match rate scores
of the other fingerprints coming after the first matching fingerprint and the ranking of the matched fingerprint
were determined.

2.5.2. Verification of the model
In order to verify the data obtained on score-based mean and standard deviations and score-based positional
average and positional standard deviations; in the same way, fingerprints with 20 to 100 pore marks and a
random shift of maximum five pixels in the x-y plane were created in the pores. These latent fingerprints were
queried in the database of 800 fingerprints.

As a result of the query, it was observed whether the previously determined latent fingerprint number
127 existed within the limits of the mean and standard deviation values obtained from the noisy fingerprints
with 20 to 100 pore marks and a maximum of five pixels random shift in the x-y plane in the pores.
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3. Results
To find the threshold value of the number of points to be used, six different point sets were evaluated. In
order to observe this situation, the results of the second hits with the highest scores after the matching latent
fingerprints marked with 20, 40, 60, 80, 100, and 120 pores are shown in Figure 4. The main reason for observing
the scores of the second and later hits was to evaluate the effect of the number of marked pores on the difference
in the score between the identical fingerprints and the dissimilar hits.

In Figure 4, the scores of the candidates coming after the matching fingerprint are shared. It has been
observed in which pore amount the difference in the score between the matching fingerprint and other candidates
is higher. As a result, it was desired to determine the pore amount threshold value, which would be ideal for
identification, at the point where the level of score difference is higher and the threshold is formed. As can
be seen in the graph, it has been observed that the pore number-based score difference between the matching
fingerprint and the other candidates has increased since the average level of 100 pores. Based on this result, in
our study, 20 and 100 pore numbers were determined as min and max threshold values.

As a result of the query, after the noise applied to each group of latent fingerprints (20, 40, 60, 80, 100 and
120 pore groups); data on the ‘score-based average’ and ‘standard deviations’ of all other latent fingerprints that
came after the matching fingerprint is as seen in Table 1. Since coincidental match rate is inverse proportional
with the number of features, as expected, mean value decreases while the number of pores increases. At the same
time, the results are distributed in a narrower range with decreasing standard deviation by showing consistency.
The values shown in Table 1, where data with score-based mean and standard deviation are presented, were
found to be compatible with the threshold value. According to Table 1, it was observed that the level of score
difference between the matching fingerprint and the other candidates increased as the pore amount increased.

The graphical display of the data given in Table 1 is as in Figure 5. As a result of the query, the data

Table 1. Table of data with score-based mean and standard deviation.

Number of pores Mean Standard deviation
20 5943.65 1221.55
40 5702.19 904.46
60 5605.53 747.18
80 5547.64 650.85
100 5508.12 586.81
120 5478.51 545.00

obtained regarding the score-based positional average and positional standard deviations of the different latent
fingerprints in each fingerprint group after the noise applied are as seen in Table 2. As expected, for fewer
number of pores, the positional mean and the standard deviation of the hits increase due to the decrease in
features of fingerprint while standard deviation decreases.

The values shown in Table 2, where data with score-based positional mean and positional standard
deviation are presented, give us information about candidate rankings. As a result of an inquiry, it has been
revealed that if 100 pores or more features are marked, the ranking of the target fingerprint can be in the first
place.

The graphical display of the data given in Table 2 is as in Figure 6. The matched fingerprint scoring
values of 20 and 100 pore marked latent fingerprints without noise and the pore matching image of the matched
fingerprint.
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Table 2. Table of data with score-based positional mean and positional standard deviation.

Number of pores Mean Standard deviation
20 27.1863 32.19600
40 5.0763 6.18000
60 2.1576 1.9970
80 1.4212 0.85488
100 1.2304 0.63796
120 1.1876 0.49459

In Figures 7–9, evaluations were made on the results of the query regarding the crime scene fingerprint
number 127, which was randomly selected in the data set. The matched fingerprint scoring values of 20 and

Figure 7. (a) 100 pore-marked first 20 hit list scores, (b) 100 pore-marked pore-matched image without noise.

100 pore-marked latent fingerprints with a maximum random shift of five pixels in the x-y plane and the pore
matching image of the matched fingerprint are given in Figures 8 and 9). In Figure 8, after the noise is applied,
if 20 pore features are marked in the latent fingerprint number 127, it is revealed whether it changes its place
in the candidate ranking. And after the noise was applied, it was seen that the latent fingerprint number 127
regressed to the 15th rank. In Figure 9, after the noise is applied to the latent fingerprint, if 100 pore feature is
marked, it is revealed whether it has a positive effect on the candidate ranking. And despite the noise applied,
latent fingerprint number 127 appeared to be in the first place again.

4. Discussion

In this study, while creating the database in which latent fingerprints will be queried, unlike classical finger-
printing methods, hyperspectral imaging was preferred in order to get more details in the detection of pores.

In the literature, some algorithms that reveal identification from fingerprints by using direct pore matching
have been published [35, 36]. In the light of the findings, a threshold value was specified for determining the
amount of pore to be marked first in detecting the latent fingerprint in a third-level identification. By applying
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Figure 8. (a) 20 pore-marked first 20 hit list scores, (b) 20 pore-marked pore-matched image with noise.

Figure 9. (a) 100 pore-marked first 20 hit list scores, (b) 100 pore-marked pore-matched image with noise.

a fixed amount of noise, the response level of the algorithm against the noise was observed at different pore
amounts. After the effect of noise was observed, the amount of pore and the amount of noise were kept constant
and all the fingerprints in the database were queried within themselves. After the query, new hits rankings were
determined depending on the response of the algorithm to the noise.

In our study, it was observed that the increase and decrease in the scoring of latent fingerprints and
fingerprints in the database were directly related to the number of marked pores and the amount of noise. As
expected, the hit scores of the second and later fingerprint decreased as the number of marked pores increased.
As the number of marked pores decreased, the hit scores of the second and later fingerprint increased. This
shows us how important the amount of marked pore is in detecting latent fingerprints.

Considering the high number of pores, different opinions have been put forward about how many pores
are required for identification. Ashbaugh has assessed those 20 to 40 pores are sufficient for identification [37].
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Figure 10. 20 and 100 pore-marked first 20 hit list scores without noise.

In our study, it was observed that latent fingerprints could be detected when 20 pores were marked, but the hit
scores of the subsequent fingerprints were also very close to it (Figure 10).

It is evaluated that the presence of hits with a high matching rate after the latent fingerprint, and the
small number of marked pores may adversely affect the identification.Besides the number of marked pores,
another important factor is the amount of noise related to fingerprints. The amount of noise also directly affects
the detection of latent fingerprints.

Therefore, the amount of marked pore and the amount of noise are the most important components in
detecting latent fingerprints. While evaluating fingerprints in identification processes, we cannot consider the
amount of marked pore and the amount of noise independently of each other.

Ashbaugh, in a study on poroscopy, stated that the physical detection methods used in the detection
of fingerprints on the evidence at the crime scene during the identification process adversely affect the visible
surface area of the pores, and sometimes it is one of the factors that make the detection of pores even difficult
[38]. Therefore, the amount of noise that makes it difficult to detect the pores in the fingerprints negatively
affects the resistance coefficient of our iterative closest point (ICP) algorithm-based system.

In our study, the latent fingerprint of the 127th person, whose 20 pores were marked with a maximum
random shift of five pixels in the x-y plane, fell to the 15th rank. As a result of the query, the same latent
fingerprints marked with 100 pores proceed to the first rank again. From this result, we can see how the amount
of noise negatively affects the identification process.

Although the study was conducted hierarchically within the scope of third-level identification, the evalu-
ation we made proceeds independently of first-level classification and second-level minutiae-based identification.

Limitations to the use of pores as an effective identification tool are the lack of guidelines and clear
consensus among practitioners regarding the reproducibility, classification, and individuality of pores, and
limited research on various aspects of pores [39]. In this case, on the axis of second-level identification, fingerprint
experts will be able to independently support opinion trends at different decision levels that they may encounter,
depending on the hit score.
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If the number of features is 8–12 in the minutiae-based identification process, it is obvious that the
fingerprint, which is considered to be matching, is evaluated as weak evidence by the judicial bodies. However,
in the cases mentioned, fingerprints evaluated in detail with pore characteristics will be able to be strong
evidence.

If the number of Minutiae is <8; contrary to the positive opinion in the first case, in the presence of
eight or less papillary characteristics, the negative opinion tendencies of the experts can be strengthened by
identification with pore characteristics [40].

As a result, pore characteristics will support opinions in a positive direction in the presence of papil
characteristics above 12, while it will contribute negatively to the presence of papil characteristics below 8, and
in the presence of papil characteristics below 8–12, it will ensure that fingerprints are a strong means of proof.

5. Conclusion

The study presents an approach based on direct pore matching, independent of the minutiae-based fingerprint
matching system, which is the classical method. Although the proposed method works independently of second-
level identification, it plays a supporting role in decision scales in second-level identification processes. In
addition to this, it provides the opportunity to detect fingerprints whose owners are unknown in databases.

A latent fingerprint that can be used as weak evidence or ignored by saying that it is not suitable for
comparison can be used as strong evidence by supporting the fingerprint with enough pore numbers and can be
accepted in the courts. It will also assist fingerprint experts in the decision processes of identification operations
with positive inclusion and negative exclusion in the evaluation of latent fingerprints.

In future studies, we will conduct research on methods that will use different algorithms that can perform
matching that are more resistant to noise and provide high success with fewer pore numbers. At the same
time, we will focus on models that will accurately mark pores automatically in order to speed up fingerprint
identification processes.
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