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Abstract: Discarding the less informative and redundant features helps to reduce the time required to train a learning
algorithm and the amount of storage required, improving the learning accuracy as well as the quality of results. In
this study, we present different feature selection approaches to address the problem of disease classification based on
the Parkinson and Cardiac Arrhythmia datasets. For this purpose, first we utilize three filtering algorithms including
the Pearson correlation coefficient, Spearman correlation coefficient, and relief. Second, metaheuristic algorithms are
compared to find the most informative subset of the features to obtain better classification accuracy. As a final method,
a hybrid model involving filtering algorithms is applied to the datasets to eliminate half of the features, and then a
metaheuristic algorithm based on a proposed genetic algorithm is applied to the rest of the datasets. With all three
methods, we use three classification algorithms: support vector machine, K-nearest neighbor, and random forest. The
results show that the best scores are obtained from the metaheuristic algorithm based on the proposed genetic algorithm
for both datasets. This comparative study contributes to the literature by increasing the accuracy of classification for
both datasets and presenting a hybrid model with filtering and a metaheuristic algorithm.
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1. Introduction
Technological developments and the growing role of artificial intelligence (AI) provide tremendous opportunities
and applications across a variety of sectors, such as health care, finance, agriculture, and education. In particular,
the use of AI in health care offers a number of advantages over conventional methods and helps support clinical
decision-making techniques with the development of better treatments for unmet medical needs, the monitoring
of patients, and the revolutionizing of drugs.

Parkinson disease is a common and the fastest growing neurodegenerative movement disorder and more
than 10 million people live with this disease today [1]. It is not a totally preventable disease in the early stages,
but diagnosing it in the early stages may improve the life quality of the patients. Statistical results show that
Parkinson disease increases with age but 4% of patients are less than 50 years old.1 Such results and predictions
play an important role in analyzing how these diseases should be approached and treated. Cardiac arrhythmia
is another important disease caused by the heart’s disrupted normal rhythm. Similarly to Parkinson disease,
detecting cardiac arrhythmia and offering treatment earlier may improve the life quality of the patients.
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In this study, we selected two commonly used datasets: the Parkinson (754 features) [2] and Cardiac
Arrhythmia (279 features) [3] datasets. The main problem with both datasets is having too many features.
To deal with these types of high-dimensional datasets, feature selection is one of the most popular solutions to
reduce irrelevant and redundant characteristics from a dataset and use the best subset of features for learning
techniques. Discarding the less informative features leads to lower computational cost and better learning
performance as well as helping to reduce the time required to train a learning algorithm and the amount of
storage required.

Feature selection methods can be roughly classified into five groups: wrapper, filtering, embedded,
ensemble, and hybrid models [4–10]. Filtering methods use an indirect criterion to measure the success of the
predictions and rely on statistical approaches. Wrapper methods simply create agents in the search space and
evaluate those agents with a learning model. There are many differences between filter and wrapper methods.
While filter methods are computationally faster, avoid overfitting, and may sometimes fail to select the best
features, wrapper methods use predictive models, are slower than filter methods and prone to overfitting, and
show better performance in general. On the other hand, embedded methods are frequently assigned to learners
and perform feature selection during the learning process. These models build on earlier models by employing
different evaluation criteria at different stages of the search. They are less computationally expensive than
wrapper methods and less prone to overfitting. Ensemble methods are especially useful to get rid of the local
optimum by combining multiple feature subsets to select an optimal subset of features using a combination of
feature rankings that improves classification accuracy. Finally, hybrid models are combinations of these previous
models.

In this study, the first aim is to use different types of feature selection algorithms to eliminate noise
or redundant features and compare the results of the filtering and wrapper methods based on metaheuristic
algorithms. The second main aim is to observe the contribution of a hybrid method using filtering and a
metaheuristic algorithm based on a proposed genetic algorithm (GA) and draw comparisons to previous studies
[3, 11]. The final aim is to use three classification algorithms, namely support vector machine (SVM), k-nearest
neighbor (kNN), and random forest (RF), to address the problems of classifying the diseases. The algorithms
used in this study are listed in Table 1. The main contributions of this paper are as follows:

• Proposing a hybrid model using filtering algorithms and a metaheuristic algorithm based on a proposed
GA.

• Comparing metaheuristic algorithms among themselves.

• Confirming the better performance of the promising results of our proposed GA compared to previous
studies [3, 11] using the same datasets.

The rest of this paper is organized as follows: Section 2 presents preliminaries on feature selection.
The methodology is described in Section 3. Experimental results and a discussion are presented in Section 4.
Conclusions and future research directions are given in Section 5.

2. Related work
There are many studies on feature selection methods in the literature. Agrawal et al. [12] presented a com-
prehensive survey about metaheuristic algorithms for the feature selection problem. Their study comprised a
literature review of studies published between 2009 and 2019. They introduced four types of metaheuristic algo-
rithms: evolution-based algorithms, physics-based algorithms, swarm intelligence-based algorithms, and human
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Table 1. Filtering and wrapper algorithms used in this study.

Filtering Wrapper
methods methods
Pearson Correlation Coefficient (PCC) Binary Bat Algorithm (BBA)
Spearman Correlation Coefficient (SCC) Cuckoo Search Algorithm (CSA)
Relief Equilibrium Optimizer (EO)

Genetic Algorithm (GA)
Gravitational Search Algorithm (GSA)
Grey Wolf Optimizer (GWO)
Harmony Search (HS)
Mayfly Algorithm (MA)
Particle Swarm Optimizer (PSO)
Red Deer Algorithm (RDA)
Sine Cosine Algorithm (SCA)
Whale Optimization Algorithm (WOA)

behavior-related algorithms. The survey concluded with a case study based on the University of California-
Irvine (UCI) Repository. Another recent survey [13] reviewed and analyzed widely known metaheuristic feature
selection algorithms according to some criteria and indicators such as performance, process, practices, chal-
lenges, and datasets. Finally, another study [14] presented a comprehensive review of ten different metaheuris-
tic algorithms to address the feature selection problem. Twelve real-valued and mostly high-dimensional UCI
benchmark datasets were utilized to compare the performances of these algorithms.

In addition to surveys, various studies have focused on the feature selection problem. Enireddy et al. [11]
studied the same Parkinson disease dataset that is used in our study. First, they used a min-max scalar and
proposed two different GWO algorithms as metaheuristic algorithms to optimize the feature selection. After
the feature selection process, they experimented with machine learning algorithms such as the extreme gradient
boosting (XGB) classifier, kNN, and SVM. They reported that the best accuracy was 97.96% with the XGB
classifier. Guvenir et al. [3] presented the Cardiac Arrhythmia dataset that is used in our study and proposed a
novel machine learning technique named voting feature intervals (VFI5) for diagnosing cardiac arrhythmia using
normal 12-lead ECG records. VFI5 is a supervised and inductive learning technique that uses examples to infer
categorization expertise. A training set of records that includes clinical measures derived from ECG signals as
well as other information such as age, sex, and weight and an expert cardiologist’s conclusion is utilized. The
knowledge representation is based on a new approach known as feature intervals, in which an idea is represented
by the projections of the training examples on each feature individually. With VFI5, classification is determined
by a majority vote among the class predictions generated by each feature individually. The authors obtained
62% accuracy with the proposed algorithm and increased that rate to 68% using weights learned by a GA.

Oreski et al. [15] studied a hybrid GA with neural networks for the optimization of credit risk classifica-
tion. The authors stated that nature-inspired algorithms are simply used with a neural network classification
algorithm as a fitness function and they measured the success of the agents. The results showed that feature
selection improves the classification accuracy and performance of the hybrid GA better than a simple GA.
Alyasiri et al. [16] used wrapper and hybrid feature selection methods to classify English texts. The results
showed that text classification accuracy has successful results with metaheuristic algorithms. Abdollahi et al.
[17] used a hybrid method to diagnose heart disease, employing feature selection based on an ensemble classifier.
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A GA was used to eliminate the redundant features. The authors remarked that the model was improved with
the ensemble classifier method and the results were vital for patients.

Sayed et al. [18] proposed a new hybrid algorithm, namely the binary clonal flower pollination algorithm
with optimum-path forest classifier as an objective function. The results were compared with well-known
algorithms such as the BBA and CSA on three UCI datasets and showed significant performance among other
algorithms. Arora et al. [19] proposed a hybrid algorithm based on GWO with the crow search algorithm. The
authors compared the hybrid solution with ten other algorithms to prove its success on 23 different benchmark
datasets. The findings indicated that the proposed algorithm had remarkable results in terms of optimization
ability and computational cost. Yet another study [20] used a metaheuristic algorithm called ant colony
optimization based on semisupervised feature selection by measuring relevancy in a supervised method and
redundancy in an unsupervised method. The authors used a nonlinear heuristic function rather than a linear
one and concluded that the results showed high accuracy with reasonable execution time using 14 benchmark
datasets and eight semisupervised feature selection methods.

Hancer et al. [21] proposed a multiobjective (MO) artificial bee colony (ABC) algorithm integrated
with a nondominated sorting procedure and genetic operators to optimize the feature selection process for 12
different benchmark datasets. Two different approaches were considered: binary and continuous representation.
The authors demonstrated that the performance of binary representation had the best results among other
models. Al-Tashi et al.[22] proposed a binary MO GWO based on a sigmoid transfer function to solve feature
selection problems. The aim of this paper was to find the best trade-offs between the selected features and
error rate. The proposed algorithm was compared with the native MO GWO on 15 different datasets. Another
study [23] proposed MO feature selection based on the forest optimization algorithm on nine different UCI
datasets. The authors approached two different forest optimization algorithms including continuous and binary
representations with a divide-and-conquer approach. The continuous version showed significant performance in
addressing the problem of feature selection. A similar approach [24] was proposed with the MO Harris hawks
optimization algorithm with different search algorithms including associative learning, chaotic local search, and
GWO to eliminate irrelevant features using 16 UCI datasets.

Nouri-Moghaddam et al. [25] proposed a hybrid filter-wrapper solution based on the Fisher score method
and MO forest optimization algorithm not only to optimize feature selection but also for optimizing the kernel
parameters in SVM classification. The authors compared their results with four different algorithms on six
datasets and indicated that the proposed solution outperformed the other four methods. Another study [26]
on the feature selection problem for gene selection proposed a framework to extract prominent genes from ten
cancer gene expression datasets using two stages: implementation of a weighted gene co-expression network
with RF and minimal redundancy maximal relevance for feature selection with the proposal of a binary salp
swarm algorithm with machine learning methods for new gene selection. The authors compared the proposed
framework with five different optimization algorithms and showed that it had accuracy of over 97.6%.

3. Methodology

In this study, the Parkinson Disease (754 features) and Cardiac Arrhythmia (279 features) datasets are selected
from the UCI Data Repository.2 The main motivation in the selection of both datasets is to draw comparisons
with previous studies and to analyze whether our proposed method contributes to the results or not. A general

2UCI Data Repository
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overview of this study is summarized in Figure 1. The feature selection process starts with a data preprocessing
step. We then utilize a filtering method using three algorithms: Pearson correlation coefficient (PCC), Spearman
correlation coefficient (SCC), and relief. We also present a wrapper method using 12 metaheuristic algorithms.
The final method is a hybrid model in which filtering models are implemented on the datasets to eliminate half
of the features to find the best subset of features and a metaheuristic algorithm based on a proposed GA is
implemented on the rest of the datasets. Finally, the features obtained from all three proposed methods are
used with classification algorithms such as the kNN, SVM, and RF to evaluate the accuracy.

Figure 1. Structure of feature selection.

3.1. Data
The Parkinson dataset was collected from the Department of Neurology of the Cerrahpaşa Faculty of Medicine,
İstanbul University. The dataset includes 756 instances and 754 attributes. The instances were collected from
188 patients and 64 healthy individuals. Patients had already been diagnosed with Parkinson disease and their
ages were between 33 and 87. On the other hand, healthy individuals’ ages were between 41 and 82. The
attributes are related to the numeric data of voices and the class of the dataset is binary, showing that an
individual has Parkinson disease or not. While collecting the data, the microphone was set to 44.1 kHz and
each individual was asked to repeat the sustained phonation of the vowel /a/ three times [2].

The Cardiac Arrhythmia dataset consists of 452 patient records for 279 features. There are 16 different
classes, whereby 01 refers to normal ECG, 02 to ischemic changes (coronary artery disease), 03 to old anterior
myocardial infarction, 04 to old inferior myocardial infarction, 05 to sinus tachycardia, 06 to sinus bradycardia,
07 to ventricular premature contraction, 08 to supraventricular premature contraction, 09 to left bundle
branch block, 10 to right bundle branch block, 11 to first-degree atrioventricular block, 12 to second-degree
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atrioventricular block, 13 to third-degree atrioventricular block, 14 to left ventricular hypertrophy, 15 to atrial
fibrillation or flutter, and 16 to the rest. Features include some personal information such as age, sex, height,
and weight. A large portion of the features are the numeric data of the ECG results [3].

3.2. Methods
The collected datasets were preprocessed in several steps using text-processing libraries. The Parkinson dataset
was clear; therefore, we only normalized the data using a min-max scalar. On the other hand, the Cardiac
Arrhythmia dataset had missing values; therefore, missing values were filled with the “interpolate” function.
After that, the min-max scalar was applied for the normalization of the data. The data were also split into
training and testing datasets. In the case of holdout cross-validation, the training dataset included 70% of the
total dataset and separation was done with a constant random seed value of ten.

As a first method, three different filter-based algorithms including PCC, SCC, and relief were used to
analyze the performance of the filtering algorithms. Filter-based feature selection methods do not use any
intermediate learning algorithms. Instead, they employ statistical methods to determine the relative relevance
of the features in context. The features are ranked by the filter-based methods and then the top features can be
used for classification algorithms. The PCC is a linear correlation measurement between two data points. The
ratio shows the covariance of two variables and the product of their standard deviations. The ratio is between
–1 and 1. If the ratio is close to 1, it means that the relation is strong. The SCC describes the relationship of the
features with a monotonic function. The main difference between the PCC and SCC is that while the PCC is
limited to linearity, the SCC looks for monotonic relationships. Finally, relief is another statistical-based feature
selection algorithm. A feature score is assigned to a feature and is subsequently used to rank and select the
highest-scoring features. Feature scores are also used as weights of features for assisting downstream modeling.

Metaheuristic algorithms are problem-independent frameworks that operate based on previously specified
strategies to achieve optimization. Important examples of metaheuristics include GAs, GWO, and PSO.
Metaheuristic algorithms are mainly inspired by natural environments and always operate with basic heuristic
approaches, although they are customized for different strategies. Thus, they are distinguished from optimum
solution approaches, because in exact optimization methods, an optimal solution is reached, and this usually
happens after a long computational period.

The benefits of metaheuristics can be observed best in complicated models with heavy data loads because
metaheuristics are able to obtain substantially better solutions with less error and relatively short amounts of
time. In addition, metaheuristics are flexible and can be customized and fitted to real-life scenarios with great
ease. This seems to be another advantage over exact optimization methods, because those methods are generally
more rigid. In this study, 12 different metaheuristic algorithms including BBA [27], CSA [28], EO [29], GA [30],
GSA [31], GWO [32], HS [33], MA [34], PSO [35], RDA [36], SCA [37], and WOA [38] are selected to be applied
to both datasets for feature selection.

The GA is the most critical metaheuristic algorithm in this paper because the best accuracy is gained with
the GA for both the Parkinson and Cardiac Arrhythmia datasets. The GA is a population-based metaheuristic
method commonly used for optimization and searching problems. It is inspired by the natural selection process,
where the fittest individuals are selected for reproduction in order to produce the offspring of the next generation.
Thus, these offspring inherit the characteristics of the parents. If the parents have better fitness, their offspring
will be better than the parents and will have a better chance at surviving. This process has iterations and new
populations have totally higher fitness scores at the end. There are five important steps of the GA: the initial
population, fitness function, selection, cross-over, and mutation.
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In this paper, 12 different metaheuristic [39] and three different filter-based algorithms are compared.
Furthermore, we also propose a GA in this paper. In our GA, the agents’ genotypes include features such as
binary strings and a random number for the mutation operation. The random number shows the number of
features that are changed in the mutation operation. The length of the string is equal to the total number
of features in the dataset. In the binary string, “zero” shows that a feature is not included and “one” shows
that the feature is included. In the fitness step, the algorithm creates a new subset according to the “one”
values of the agent’s genotype. For score calculation, it implements the classification algorithm and equalizes
the accuracy of the test set to the score of the agent. For the next generations, the algorithm selects two agents
as parents. The selection operation is called “roulette wheel selection,” in which the selection of highly scored
agents is more possible. With those parents, the algorithm creates two child agents, implementing cross-over
and mutation. There are two different cross-over functions in the algorithm. The first takes the even-numbered
genes from the first parent and odd-numbered genes from the second parent. The second cross-over function
does the exact opposite of the first cross-over function. After getting two child agents from those two functions,
it implements mutation according to a probability rate. The mutation function changes ones to zeros or zeros
to ones in the genotype for randomly selected features. The total number of changed features is related to the
genotype of the agent, as mentioned before. Finally, the algorithm returns the best agent in the populations.
The flow chart of the proposed GA is demonstrated in Figure 2 and the pseudo-code of the algorithm is shown
in Figure 3.

The parameters used in the proposed GA are shown in Table 2. Parameters are gathered with a trial-
and-error method. In terms of not increasing the computation time too much, population size and number of
generations are selected to be low. Moreover, increasing the population size and number of generations does
not drastically affect the results. Cross-over is implemented for each new population to diversify the solution
space. The mutation rates are set between 20% and 30% and 20% is selected to increase consistency.

Table 2. Proposed GA parameters.

Parameter name Value
Population size 20
Number of generations 100
Probability of cross-over 1
Probability of mutation 0.2
Type of mutation One-by-one cross
Type of selection Rank-based roulette wheel
Elite count 2
Number of variables Parkinson: 754; Cardiac Arrhythmia: 279
Fitness function Classification algorithms’ accuracy
Encoding Binary

In this study, the grid search algorithm from the scikit-learn library is used for hyperparameter tuning
for machine learning classification algorithms. Grid search is a method of searching a manually defined portion
of the hyperparameter space of a given algorithm exhaustively. After the grid search implementation, the SVM,
kNN, and RF algorithms are used for classification. These algorithms and their parameters are given in Table
3.
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Figure 2. Flowchart of proposed GA.

Figure 3. Pseudo-code of proposed GA.

4. Experimental results

In the first experiment, filtering algorithms are compared using the Parkinson and Cardiac Arrhythmia datasets.
Half of the features are eliminated according to feature importance. Classification algorithms are evaluated for
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Table 3. Parameters used after implementing grid search.

kNN SVM RF
Parkinson Arrhythmia Parkinson Arrhythmia Parkinson Arrhythmia
n_neighbors

2
n_neighbors

16
C
10

C
0.1

criterion
entropy

criterion
gini

metric
manhattan

metric
manhattan

gamma
0.1

gamma
0.1

max_depth
8

max_depth
8

weights
distance

weights
distance

kernel
rbf

kernel
poly

max_features
sqrt

max_features
auto

n_estimators
200

n_estimators
200

the rest of the datasets and the accuracies of the algorithms are indicated in Table 4 and Table 5. The results
show that while PCC has the best accuracy at 91.19% for Parkinson disease, SCC outperformed the other
algorithms at 73.53% for cardiac arrhythmia disease classification. The best results are obtained from the
RF algorithm for both datasets. Although the results are obtained within a short time, the accuracies of the
algorithms are not sufficient.

Table 4. Results of filtering methods on Parkinson dataset.

SVM kNN RF
Pearson correlation coefficient 88.55 84.58 91.19
Spearman correlation coefficient 84.14 87.67 86.34
Relief 85.90 86.78 90.75

Table 5. Results of filtering methods on Cardiac Arrhythmia dataset.

SVM kNN RF
Pearson correlation coefficient 57.35 55.88 68.38
Spearman correlation coefficient 62.50 59.56 73.53
Relief 59.56 61.03 69.12

Moreover, metaheuristic algorithms are applied to both datasets to compare the results. With the same
procedure as that used for the filtering algorithms, the same machine learning algorithms are used for the subset
of features. As shown in Table 6 and Table 7, the wrapper method based on metaheuristic algorithms is successful
in dealing with high-dimensional datasets. The computational cost is high but some of the results are better
than those of the filtering algorithms. The results showed that the proposed GA significantly outperformed
not only the other metaheuristic algorithms but also the filter-based algorithms. The best accuracy for the
Parkinson dataset is 92.07% and great success was achieved at 80.15% for the Cardiac Arrhythmia dataset with
RF.

Finally, a hybrid model using filtering and metaheuristic algorithms based on the proposed GA with grid
search is implemented. Half of the features are selected with filtering methods and the proposed GA with grid
search is applied to a subset of features. The accuracies of all algorithms without feature selection and the
proposed GA with grid search are shown in Table 8 and Table 9. According to the results, the best accuracies
of the algorithms are achieved with our proposed GA with grid search. Enireddy et al. [11] stated that the best
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Table 6. Results of metaheuristic algorithms on Parkinson dataset.

SVM kNN RF
Proposed Genetic Algorithm 87.67 90.75 92.07
Binary Bat Algorithm 85.46 87.22 87.67
Cuckoo Search Algorithm 74.89 80.62 87.22
Equilibrium Optimizer 85.46 87.22 90.31
Genetic Algorithm 84.21 87.50 88.16
Gravitational Search Algorithm 86.34 84.14 88.11
Grey Wolf Optimizer 86.34 83.70 90.75
Harmony Search 85.46 89.87 89.87
Mayfly Algorithm 86.78 89.87 90.31
Particle Swarm Optimizer 85.02 87.67 88.55
Red Deer Algorithm 80.62 85.46 88.11
Sine Cosine Algorithm 85.02 88.55 91.19
Whale Optimization Algorithm 86.78 85.02 90.31

Table 7. Results of metaheuristic algorithms on Cardiac Arrhythmia dataset.

SVM kNN RF
Proposed Genetic Algorithm 72.79 72.79 80.15
Binary Bat Algorithm 59.56 57.35 71.32
Cuckoo Search Algorithm 60.29 59.56 73.53
Equilibrium Optimizer 61.76 60.29 69.12
Genetic Algorithm 58.08 58.09 69.85
Gravitational Search Algorithm 58.82 56.62 68.38
Grey Wolf Optimizer 58.82 57.35 69.12
Harmony Search 60.29 60.29 73.53
Mayfly Algorithm 58.08 58.82 72.79
Particle Swarm Optimizer 61.03 59.56 73.53
Red Deer Algorithm 62.50 58.09 65.44
Sine Cosine Algorithm 59.56 58.82 61.76
Whale Optimization Algorithm 58.82 59.56 65.44

accuracy was 97.96% using GWO with the XGB classifier on the Parkinson dataset. Our remarkable results
included 98.24% accuracy with the proposed GA with grid search with the kNN classifier for the same dataset.
Contrary to the previous study, 10-fold cross-validation was also used and the results showed that the best
accuracies were achieved by the kNN classifier at 80.55%, SVM classifier at 85.85%, and RF classifier at 83.60%
based on the proposed GA with grid search.

In addition, Guvenir et al. [3] obtained 62% accuracy using the VFI5 algorithm on the Cardiac Arrhyth-
mia dataset and increased the accuracy to 68% using weights that were learned by a GA. Our best accuracy
for cardiac arrhythmia disease classification was 81.62% using the SCC and the proposed GA with grid search
with the RF classifier. The previous authors [3] mentioned that they used 10-fold cross-validation to measure
the accuracy. To follow the same set-up, we repeated our experiment only for the proposed model and obtained
72.59% accuracy on the same dataset. The promising results showed that the proposed solution has better
performance than previous studies. We preferred to use accuracy as an evaluation metric and applied a similar
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set-up as used in comparable studies. Moreover, we measured the F-score of only the proposed GA with grid
search model on both datasets. The results showed that kNN has significant performance of 96.19% on the
Parkinson dataset and RF has the best performance among others of 75% on the Cardiac Arrhythmia dataset.

Furthermore, all experiments were done using a 2.4 GHz 4 Core Intel Core i5 processor. Table 10 shows
the computational cost in seconds for only the proposed GA and indicates that processing of the Parkinson
dataset takes longer than the Cardiac Arrhythmia dataset as expected due to the size of the dataset. Another
result demonstrates that RF takes longer to run among other classification algorithms because of the operational
volume, such as the maximum depth of the trees.

Table 8. Results of all algorithms on Parkinson dataset.

SVM kNN RF
Without Feature Selection 85.90 88.00 86.78
Proposed Genetic Algorithm w/Grid Search 94.71 98.24 90.75
Binary Bat Algorithm 85.46 87.22 87.67
Cuckoo Search Algorithm 74.89 80.62 87.22
Equilibrium Optimizer 85.46 87.22 90.31
Genetic Algorithm 84.21 87.50 88.16
Gravitational Search Algorithm 86.34 84.14 88.11
Grey Wolf Optimizer 86.34 83.70 90.75
Harmony Search 85.46 89.87 89.87
Mayfly Algorithm 86.78 89.87 90.31
Particle Swarm Optimizer 85.02 87.67 88.55
Red Deer Algorithm 80.62 85.46 88.11
Sine Cosine Algorithm 85.02 88.55 91.19
Whale Optimization Algorithm 86.78 85.02 90.31
Pearson Correlation Coefficient 88.55 84.58 91.19
Spearman Correlation Coefficient 84.14 87.67 86.34
Relief 85.90 86.78 90.75
PCC + Proposed Genetic Algorithm w/Grid Search 91.19 93.83 93.39
SCC + Proposed Genetic Algorithm w/Grid Search 86.78 92.07 91.63
Relief + Proposed Genetic Algorithm w/Grid Search 88.99 89.43 93.39

5. Conclusion and future work
In this study, we used different feature selection strategies to eliminate noise or redundant features. For
this purpose, we used filter-based, wrapper, and hybrid methods on the Parkinson and Cardiac Arrhythmia
disease datasets and compared the performances. For the wrapper method, we proposed a GA with some
specifications. We used three classification algorithms, namely kNN, SVM, and RF, to address the problems
of disease classification. The results showed that some metaheuristic algorithms outperformed the filter-based
methods in terms of classification accuracy. Another outcome was that the algorithms based on our proposed
GA gave better results among other metaheuristic algorithms as well as filter-based algorithms. The proposed
GA with grid search with kNN on the Parkinson dataset had 98.24% accuracy and the SCC + proposed GA
with grid search as a hybrid method had 81.62% with RF on the Cardiac Arrhythmia dataset. For further
analysis, other classification algorithms and their hyperparameter tuning can be used. The models can also be
applied to different disease datasets, such as breast cancer or lung cancer.
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Table 9. Results of all algorithms on Cardiac Arrhythmia dataset.

SVM kNN RF
Without Feature Selection 61.03 58.82 72.06
Proposed Genetic Algorithm w/Grid Search 78.68 65.44 77.21
Binary Bat Algorithm 59.56 57.35 71.32
Cuckoo Search Algorithm 60.29 59.56 73.53
Equilibrium Optimizer 61.76 60.29 69.12
Genetic Algorithm 58.08 58.09 69.85
Gravitational Search Algorithm 58.82 56.62 68.38
Grey Wolf Optimizer 58.82 57.35 69.12
Harmony Search 60.29 60.29 73.53
Mayfly Algorithm 58.08 58.82 72.79
Particle Swarm Optimizer 61.03 59.56 73.53
Red Deer Algorithm 62.50 58.09 65.44
Sine Cosine Algorithm 59.56 58.82 61.76
Whale Optimization Algorithm 58.82 59.56 65.44
Pearson Correlation Coefficient 57.35 55.88 68.38
Spearman Correlation Coefficient 62.50 59.56 73.53
Relief 59.56 61.03 69.12
PCC + Proposed Genetic Algorithm w/Grid Search 63.24 67.65 77.94
SCC + Proposed Genetic Algorithm w/Grid Search 72.06 63.97 81.62
Relief + Proposed Genetic Algorithm w/Grid Search 66.91 63.97 77.21

Table 10. Collapsed time for proposed GA in seconds.

Parkinson Cardiac Arrhythmia
kNN 43.26 12.61
SVM 45.37 13.81
RF 320.57 104.83
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