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Abstract: Early diagnosis of colorectal cancer lengthens human life and is helpful in efforts to cure the illness.
Histopathological inspection is a routinely utilized technique to diagnose it. Visual assessment of histopathological
images takes more investigation time, and the decision is based on the individual perceptions of clinicians. The existing
methods for colorectal cancer classification use only spatial information. However, studies on the spectral domains of
information are lacking in the literature. Therefore, the performance of the existing techniques is moderate. To improve
the performance of colorectal cancer classification, this work proposes a unique hybrid domain hand-crafted feature
formulated using scale-invariant feature transform and mel-cepstrum domain features. The developed hand-crafted
features use spatial as well as spectral information. Furthermore, the developed hand-crafted features are given as input
to a newly developed 1D multiheaded convolutional neural network (1D MHCNN) for the classification of colorectal
tissue utilizing histopathological images. The performance of the proposed network is compared with other existing
methods. Based on the experiments, the proposed network performed with accuracy of 96.80%, specificity of 99.76%,
precision of 97.12%, sensitivity of 96.64%, F1 score of 0.9688, and area under the curve of 0.9820. The proposed approach

may be utilized to improve clinical diagnosis measurement performance.

Key words: Histopathological images, colorectal cancer, mel-cepstrum, multiheaded convolutional neural network,
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1. Introduction
Colorectal cancer is a major cause of death globally according to global cancer statistics [1]. As per the American
Cancer Society, there will be 53,000 colorectal cancer deaths and 1.53 million new cases in the United States in
2023 [2]. Tt originates in the large intestine. The most significant risk factors for colorectal cancer are polyposis,
a lack of awareness, older age, inactive lifestyle, obesity, and family history of the disease. Early detection of
it is a particularly essential clinical step in preventing and prolonging human lives [3]. Fecal occult blood is a
stool-based assessment test that is followed by colonoscopy as a standard method to diagnose colorectal cancer,
which facilitates a direct visual inspection of the entire rectum and colon. Despite scientific developments, the
present manual inspection of colonoscopy findings is still tedious and time-consuming [4].

Medical imaging is a beneficial application that is widely utilized in the early detection of various health-
related issues [5]. Histopathological inspection is an imaging technique that is commonly utilized for the

detection of various types of cancer. However, histopathological diagnosis must be performed by a clinical

*Correspondence: 1912602@iiitdmj.ac.in

992

9 This work is licensed under a Creative Commons Attribution 4.0 International License.



https://orcid.org/0000-0002-4683-900X
https://orcid.org/0000-0002-0591-8940
https://orcid.org/0000-0002-8721-1219

KUMAR et al./Turk J Elec Eng & Comp Sci

expert, it requires more inspection time, and the judgment is based on individuals’ perceptions [6, 7]. Automated
detection of colorectal cancer using artificial intelligence can increase diagnostic performance and provide a
secondary option to clinicians in making their decisions [8]. Numerous computer-aided diagnosis-based systems
have been reported in the literature to diagnose colorectal cancer. Takamatsu et al. [9] utilized a random forest
algorithm for the early detection of colorectal cancer using digital slide images. Manual screening of tumor buds
takes more time and the results may differ according to clinicians’ differing perceptions [10]. Weis et al. [10]
proposed a machine learning-based model for the detection of tumor buds using histopathological images. A
deep learning (DL)-based algorithm has also been used to automatically extract features from the raw input [11].
This is a useful method for detecting various kinds of health issues. The convolutional neural network (CNN)
is a commonly utilized DL architecture. Shaban et al. [12] suggested a context-aware CNN-based framework
for grading colorectal cancer using histological images. Kwak et al. [13] developed a DL-based architecture to

detect lymph node metastases for the detection of colorectal cancer using histopathological images.

2. Related work

Altunbay et al. [14] developed a color graph approach for diagnosing colon cancer using histopathological
images. They extracted a set of structural features using a color graph technique. The extracted features were
given as input to the support vector machine (SVM) classifier for the classification of colon cancer stages. They
performed evaluations of 213 micrographs of colorectal tissue histopathological images. In [14], the authors
utilized 18 color graph features and attained an accuracy rate of 82.65%. They claimed that they utilized the
color graph technique for diagnosing cancer for the first time. Olgun et al. [15] decomposed histopathological
images into their constituents of eosin and hematoxylin. Using these constituents, the authors produced a set
of feature descriptors named local object patterns. They defined descriptors utilizing the idea of local binary
patterns. They performed experiments on 3226 histopathological images of the colon tissues of 258 patients. An
overall accuracy rate of 93% was achieved. Rathore et al. [16] suggested a hybrid feature space-based algorithm
to diagnose colon cancer. They utilized hybrid features for discriminating between malignant and normal colon
samples. For the development of hybrid features, these authors used scale-invariant feature transform (SIFT),
texture, and morphological features [16]. They utilized different kernels of the SVM classifier and tested the
experimental performance on 174 histological images. They achieved accuracy of 92.53%.

Zhao et al. [17] developed an integrated model (logistic regression and SVM) to classify colorectal cancer.
They utilized the data normalization technique to scale feature values. They applied radial basis function (RBF),
sigmoid, polynomial, and linear kernels in the SVM to compare the performance of the network. From among
these kernels, RBF outperformed the others. An accuracy rate of 91.2% was achieved using a learning rate of
0.01 and 100 iterations. Masud et al. [18] applied discrete wavelet transform and discrete Fourier transform
techniques to extract the features to classify colon cancer utilizing histopathological images. Four sets of features
were extracted using these two transform methods. Furthermore, the resultant features were combined to create
a new set of features. The authors used unsharp masking as a preprocessing step to improve image quality. A
spatially constrained CNN was used to detect and classify colorectal cancer nuclei [19]. To locate and identify
colorectal cancer nuclei, their method did not require nuclei segmentation. To classify the nuclei, the authors
proposed a neighbor ensemble predictor integrated with the CNN to more accurately predict the class labels
of detected nuclei. Twenty thousand annotated nucleus images from four categories were used to test the

performance.
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The Riezs transform was suggested by Yazdi et al. [20] for the classification of colorectal cancer. These
authors utilized geometry and texture-based features to show the variability in histopathological images. The
extracted features were given as input to the SVM classifier. They achieved a classification accuracy of
93.40%. A bilinear CNN was proposed by Wang et al. [21] to classify multiclass colorectal tissue. To learn
more appropriate features, these authors decomposed histopathological images into eosin and hematoxylin
components. The authors performed their analysis on 1000 nonoverlapping histological images. They achieved
accuracy of 92.6%. To classify multiclass colorectal tissue histopathological images, Ghosh et al. [22] utilized an
ensemble deep neural network (EDNN). Their developed network was compared with three benchmark models
(Xception, Inception-ResNetV2, and DenseNet121), which were trained on ImageNet. The authors used the
Adam optimizer to train all CNNs with 30 epochs and a batch size of 64. Hamida et al. [23] developed a DL-
based procedure to identify and classify regions of colorectal cancer using sparsely annotated histopathological
data. They used a data augmentation approach to boost training samples and compared their proposed network
to five benchmark models (VGG, ResNet, Inception, AlexNet, and DenseNet). In the comparisons of the models,
ResNet performed better.

A transfer learning (TL)-based approach was utilized by Ohata et al. [24] to classify colorectal cancer
using histopathological images. The features were extracted using various CNNs through a TL approach. The
extracted features were given to various traditional classifiers. Compared to other networks, DenseNet169
integrated with SVM (RBF) attained an accuracy rate of 92.08%. To classify multiclass colorectal tissue
histopathological images, Kumar et al. [25] proposed CRCCN-Net. These authors compared the computational
time of various DL-based models. They used the Adam optimizer to train the network. In [25], dropout of 0.2
was utilized to prevent the network from becoming overfit. Liang et al. [6] developed a multiscale feature fusion
CNN (MFFCNN) based on shearlet transform to identify colon cancer using histological images. Shearlet
transform is an image analysis method based on affine transform and it can be used to find singularities in
an image with multiple scales. The shearlet coefficients include details such as edges and contours. A TL-
based approach was also applied by Kather et al. [26] to evaluate the microenvironment of tumors using
histopathological images. Five pretrained networks, namely GoogleNet, AlexNet, VGG19, SqueezeNet, and
ResNetb0, were tested for performance analysis. In comparison to other pretrained models, VGG19 achieved
better classification performance.

Most of the above-reported techniques for colorectal tissue classification based on histopathological images
use only spatial information; the frequency domains of information are not taken into account. As a result, the
existing models’ performance is average. Furthermore, it is noted that various techniques have been applied
to balanced datasets and binary classifications of colorectal tissue. Moreover, few types of techniques have
been proposed to classify multiclass colorectal tissue. Most of the DL-based techniques to classify colorectal
tissue have large sizes. These models require more testing and training time because there are more learnable
parameters in them. As a result, these models’ classification performance is average. For improving colorectal
tissue classification performance, this study proposes a hybrid combination of unique hand-crafted features using
SIFT and 2D mel-cepstrum domain features. The proposed integrated hand-crafted features classify colorectal
tissue using both spatial and spectral information. Furthermore, the proposed approach is created in such a
way that the model’s capacity is nearly ideal because the accuracy differs between training and testing by 1.5%

and both accuracies are higher than 96%. The new contributions of this work include the following:
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e To denoise images while preserving high-frequency details, such as edges, nonlocal mean-based prepro-

cessing has been used.

e We propose a unique hand-crafted feature formulated using image, SIFT, and 2D mel-cepstrum domain

features for the classification of colorectal tissue.

e A new 1D multiheaded CNN (1D MHCNN) is developed that reads and interprets additional information

from input features at distinct resolutions.

The rest of this study is organized as follows: following the discussion of the related work here in Section 2,
materials and methods are addressed in Section 3, results and a discussion are presented in Section 4, and

conclusions are offered in Section 5.

3. Materials and methods

3.1. Dataset

The dataset [27] consists of 100K histopathological images of normal and colorectal cancer tissues. Each class
has a different number of images. The size of each image is 224 x 224 pixels. There are nine classes in
this dataset. These nine classes are debris (DEB), lymphocytes (LYM), colorectal adenocarcinoma epithelium
(TUM), mucus (MUC), adipose (ADI), smooth muscle (MUS), normal colon mucosa (NORM), background
(BACK), and cancer-associated stroma (STR). Out of the total images, the DEB class has 11,512 images, the
LYM class has 11,557 images, the ADI class has 10,407 images, the TUM class has 14,317 images, the MUS
class has 13,536 images, the MUC class has 8896 images, the NORM class has 8763 images, the BACK class

has 10,566 images, and the STR class has 10,446 images. Figure 1 shows a sample image from each class.

3.2. Preprocessing utilizing nonlocal mean (NLM) filter

NLM is an image-denoising method in image processing. The NLM filter proposed by Buades et al. [28] is easy
to implement and excels at effectively removing additive noise while preserving edges. The NLM filter performs
well for macroscopic imaging like magnetic resonance and computed tomography [29]. However, the NLM filter
has not yet been utilized for the diagnosis of colorectal cancer with histopathological images in the literature.
This study applies the NLM filter to minimize the effect of noise from histopathological images because the
NLM filter excels at effectively removing noise while preserving edges. Mathematically, the NLM algorithm is

expressed as follows [28]:
i) = NIM(f) = = | fG)uti. ) &

Here, @ is expressed as:
(i) = [ (i @)

In Eq. (2), w(i,j) is denoted as a weight that calculates the comparability of f between a neighbor of ¢ and
j and is defined as follows:
dz(f(i)’f(]'))) (3)

m2

w(i,j) = exp(—

Here, i € Q, j € Q, and d; is defined as d;(f (i), f(4)) =

/QGZ O G+~ FG o) de (4)
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BACK

Figure 1. Class-wise images of normal and colorectal tissues from the dataset.

m in Eq. (3) denotes the controlling parameter of the decay of the weight. w is the denoised image for
f. In Eq. (4), the Gaussian kernel G; has a standard deviation of [.

3.3. Proposed unique hand-crafted feature

The extraction of useful features is necessary for image processing applications. However, depending on the
image problem, the effective features may differ. To classify colorectal tissue utilizing histopathological images,
this work proposes a unique hand-crafted feature. The proposed features are formulated using image, SIFT,

and 2D mel-cepstrum domain features.

3.3.1. SIFT

SIFT is used to identify local, translation, scale, and rotation invariant features in images. The primary
step involves finding key points in the scale space by concentrating on image locations that coincide with the
maximum or minimum of the difference-of-Gaussian function. The scale space of a histopathological image [30]
is expressed as the function S(z,y,«) that is acquired from the convolution of the input image, I(x,y), and a

variable-scale Gaussian, G(z,y, a):

S(x,y,a) = G(x,y,a) x I(2,y), (5)
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with
1 —(22+4?)

G(z,y,a) = 52 ® 2aZ (6)

Here, a denotes the standard deviation (SD) of the Gaussian G(x,y,a). The difference-of-Gaussian function

D(z,y,a) can be evaluated from the difference of the Gaussians of two scales separated by factor d:

D(l’,y,()é) = (G((E,y7d()é) - G(x,y,a)) * I(.’ﬂ,y) = S($7y7da) - S(fE,y,OZ) (7)

The potential of SIFT to produce a large number of features that densely cover the image on all scales and
locations is its main benefit.

3.3.2. 2D mel-cepstrum

Mel-cepstrum has been employed in a variety of domains, including seismology, speech analysis, and others
[31, 32]. The mel-cepstrum feature for classifying images has been used in a few works in the literature. However,
no study using mel-cepstrum features to classify colorectal tissue histological images has been reported yet in
the literature. The 2D cepstrum gives features that are unconstrained in terms of scale invariance or gray-scale
changes, which results in robustness against changes in illumination variations. The mel-cepstrum of an image

contains more specific information about the image [32]. This comprehensive information may be useful for

classifying multiclass colorectal tissue. The 2D mel-cepstrum f(s,t) of an image I(,y) is given as follows [31]:

f(s.t) = F~(log(1Z(s,1)[")) (®)

Here, (s,t) represents the 2D cepstral quefrency coordinates, F'~! represents inverse discrete Fourier transform,
and Z(s,t) is the discrete Fourier transform of the image. The 2D form of f(s,t) is converted to 1D f(x)
by concatenating the columns of f (s,t) to make a single column, which will act as one of the components
of the proposed combined feature vector. In this study, the SIFT and 2D mel-cepstrum domain features are

denoted as S(z,y) and f (s,t), respectively. Figure 2 shows some sample images of the dataset, highlighting the
corresponding SIFT and mel-cepstrum of each image. From Figure 2 it can be seen that the mel-cepstrum and

SIFT have different visual representations of four different classes of colorectal tissue histopathological images.

Algorithm 1. Algorithm for the developed unique hand-crafted features.

1: Input: Histopathological images I (x X y)

: I_pre: Convert denoised histopathological images RGB to gray

: 2D image features extracted from I(z,y)

: 2D S(x,y) features extracted from I(z,y) [using Eq. (5) to Eq. (7)]

: 2D f(s,t) features extracted from I(z,y) [using Eq. (8)]

: 2D features obtained in steps 3 to 5 converted into respective 1D features by concatenating column of

2D features
7: Final concatenated 1D feature obtained using Eq. (9)

[S2 B GV V)

To produce unique hand-crafted features, the following procedures need to be applied. First, the denoised
histopathological images are converted to their corresponding 1D features. To do this, an image is first converted
into a gray-scale image. After that, the gray-scale image’s columns are concatenated to develop a 1D feature.
Utilizing the same procedure, the 2D SIFT (using Eq. (5) to Eq. (7)) and 2D mel-cepstrum (using Eq. (8)) of
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(@) (r4)

Figure 2. Images (pi) representing colorectal tissue, images (qi) depicting SIFT information, and images (ri) showing
2D mel-cepstrum descriptions. i varies from 1 to 4.

the same image are converted into a 1D feature. Afterwards, a combined feature of an image is generated by

concatenating the 1D image feature, 1D S(z,y) feature, and 1D f(s,t) feature. For better clarification about
the development of the combined features, this process is shown in Figure 3. The final concatenated feature

Z (k) represented by Eq. (9) is a concatenation of the 1D form of the source image I(x,y), mel-cepstrum image

f(s,t), and SIFT image S(x,y) domain features. The concatenated feature vector Z(k) of an image I(x,y) is
obtained utilizing Eq. (5) to Eq. (8) as follows:

Z(k) = 1D feature: Concatenation of S(z, ), f(s,t) (9)

From each image, 50,176 x 1 dimensions of features are obtained individually using an image, SIFT, and mel-
cepstrum. Therefore, after the concatenation of each domain of features, we obtain 3 x 50,176 x 1 dimensions

of the features from each image. The same process is used for all other histopathological images to develop
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Figure 3. Illustrative representation of proposed technique to classify colorectal tissue histopathological images.

unique hand-crafted features. The concatenated feature (using Eq. (9)) is given as input to the newly proposed
1D MHCNN to classify multiclass colorectal tissue histopathological images. The process for developing unique

hand-crafted features is shown in Algorithm 1.

3.4. Proposed 1D MHCNN

In the last decade, 2D CNNs have been widely used in numerous applications including computer vision, image
classification, and object detection [11, 12, 25]. Most of the existing CNNs for the classification of colorectal
cancer have more learnable parameters, many hidden layers, larger sizes, and higher weights. Therefore, these
networks may not always give the best performance. To alleviate this issue, this study utilizes a 1D CNN. A
real-time, low-cost hardware implementation is another benefit of using a 1D CNN because of its simple and
compact design. The computational complexity of the 1D CNN is lower compared to the 2D CNN. 1D CNNs are
frequently utilized for 1D signals for speech recognition, bearing fault detection, healthcare, and so on [33, 34].
They have many layers, including a fully connected layer (FCLr), a convolutional layer (CLr), a pooling layer
(PLr), and a nonlinear transform layer. The effectiveness of networks is impacted by the utilization of learnable
filters. Mathematically, a 1D CNN is expressed as follows [35]:

Np—1
=+ 3 Comnt (W37 "

Jj=1

Here, 2™ denotes input data, b denotes the bias term of the i*?

neuron at layer m, and S;"_l denotes the
output of the j** neuron at layer m — 1. Wﬁfl represents the kernel from the j** neuron at layer m — 1 to

the i*" neuron at layer m.
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Table 1. Total learnable parameters utilized in the proposed 1D MHCNN.

SN. | Layer Quantity Fi'lter Total learnable
of filters size parameters

1 Conv1lD 36 3,5, 7 | 1008

2 maxpoolinglD | - 2x1 0

3 ConvlD 64 3,5, 7| 20,800

4 maxpoolinglD | - 2x1 0

5 ConvlD 96 3,5, 7| 55,392

6 maxpoolinglD | - 2x1 0

7 Dropout (0.3) | - - 0

8 Flatten - - 0

9 Concatanate - - 0

10 FC1 - - 5,419,080

11 FC2 Softmax | - - 657

To improve the classification performance of colorectal tissue histopathological images, this study proposes
the 1D MHCNN. The MHCNN consists of many heads. Each head of the network uses a distinct kernel size
to read and interpret the input features in the proposed 1D MHCNN. The proposed network utilizes three
heads, which have three distinct sizes of kernels: 3x 1, 5x 1, and 7x 1. The multiple kernel sizes enable the
model to read, understand, and analyze data at three distinct resolutions. The proposed network has three
CLrs and three PLrs at each head. Each head of the first, second, and third CLr uses 36, 64, and 96 filters,
respectively. The CLrs at every head are padded to ensure that the features map in the output that precisely
matches the inputs. The PLr uses the max-pooling approach to decrease the parameters while maintaining
essential information.

Relu is applied at each head of the CLr to enhance the network’s nonlinearity. After three CLrs and

PLrs, a flattening layer at each head integrates the output into a feature vector. Then a unique set of features is
created by concatenating the feature interpretations from each head. The two FCLrs pass the resulting features.
There are 72 neurons in the FC1 layer. In FC2, the number of neurons is 9. Each output node associates a
class with a score for that class. The softmax layer converts scores from the layer before it into probabilities.
The probabilities of the softmax layer are also utilized to compute the loss and select the predicted class during
training and testing. In the proposed network, the number of CLrs, kernel size, and number of filters are tuned

utilizing a grid-search algorithm. Figure 3 depicts the proposed network’s layered architecture.

4. Results and discussion
The following steps are involved in classifying multiclass colorectal tissue. All histopathological images are first
denoised utilizing the NLM filter and converted to gray-scale images. Second, a unique hand-crafted feature
is developed using I(x,y), S(x,y), and the f(s,t) domain feature. Finally, the developed feature is given
as input to the 1D MHCNN. To evaluate the outcomes of the proposed network, the following metrics are
assessed: precision (Prec), sensitivity (Sens), accuracy (Accr), F1 score, specificity (Spec), and area under the
curve (AUC). The mathematical formulas of these metrics are given in [36].

Among the total number of images, 80% are utilized for training, 12% for testing, and 8% for validation.
The Adam optimizer is used to train the proposed network. The proposed 1D MHCNN is trained to 30 epochs
with a batch size of 32. To prevent the network from overfitting [37], a dropout of 0.3 is used before the
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Figure 4. (a) Representation of the proposed network’s training and validation loss and (b) depiction of the proposed
network’s training and validation accuracy.

Confusion matrix 10
o 0 0 0 10 0 0 0 0 1750 ——
1
Bk {9 EE 0 0 2 0 0 0 0 1500 )
oil8 6ERO 3 4 0 B 6
1250
_omsdr 0 1MBo 0 2 0 s
T 40
E oymd2 0 1 0 W 005 2 7 oo ¢
o
& mucdl7 0 8 0 oiBE 1 3 1 750 ;
04
um4{7 0 4 2 4 0 1 4 500 — DE3AUCC99]
EACKIALC0.99)
B 0 13 0 B H 5 u — snlacasy
SR %0 ¥
norM{3 © 6 1 1L 1 5 lﬁ
— ‘ 0
I I ORI N S
FEPISFS ¢S

Predicted label

(2) (b

Figure 5. (a) Representation of the confusion matrix obtained from test data using the NLM filter and (b) receiver
operating characteristic curve of the proposed network.

flattened layer at each head of the network. The necessary layers are listed in Table 1, along with the total
tunable parameters for every layer. In the proposed network, there are approximately 5.49 million learnable
parameters used. The plots in Figure 4 show the network’s training process. The plots in Figure 5 show the
confusion matrix and receiver operating characteristic curve. Table 2 shows the test dataset outcomes for the
proposed network architecture. Table 2 indicates that the proposed network has a more prominent impact on
the test dataset for histopathological images using NLM.

The results above show that multiclass colorectal tissue can be classified using histopathological images
more accurately when spatial and cepstrum domain features are combined. To assess the performance of the
proposed 1D MHCNN, the Accr, Sens, Prec, Spec, F1 score, and AUC metrics are compared with those of
other existing methods. To assess the efficacy of the proposed network, four recent notable colorectal tissue
classification methods are compared on the same dataset: TL [26], MFFCNN [6], EDNN [22], and CRCCN-Net
[25]. Table 3 compares the efficacy of the proposed approach with that of other recent techniques. Kather et al.

1001



KUMAR et al./Turk J Elec Eng & Comp Sci

Table 2. Performance analysis of proposed network on test dataset using a concatenation of image, SIFT, and mel-
cepstrum domain features.

Metrics | Without NLM | With NLM
Accr (%) | 96.24 + 0.4 96.80 £ 0.5
Prec (%) | 96.64 + 0.6 9712 £ 0.3
Sens (%) | 96.18 + 0.3 96.64 £ 0.3
Spec (%) | 99.24 + 0.3 99.76 + 0.4
F1 score | 0.9640 + 0.06 | 0.9688 + 0.08
AUC 0.9766 = 0.04 | 0.9820 + 0.04

[26] utilized the TL approach to classify colorectal tissue. They used various benchmarking networks. Among
other benchmarking networks, VGG19 achieved Prec of 94.33%, Sens of 92.33%, Accr of 94.30%, and Spec of
99.44%. They achieved the best AUC of 0.9950. Misclassifications between the STR, MUS, DEB, and LYM
classes were most prevalent in [26]. The technique developed by Liang et al. [6] achieved Accr of 96.00%, Sens
of 94.50%, F1 score of 0.9554, Prec of 97.42%, AUC of 0.9600, and Spec of 97.50%. The method proposed in
[6] has an overfitting issue, so its performance is relatively low compared to others.

The EDNN was developed by Ghosh et al. [22] to classify multiclass colorectal tissue histopathological
images. In [22], Prec of 96.17%, Spec of 96.17%, Accr of 96.16%, Sens of 96.15%, F1 score of 0.9610, and AUC of
0.9616 were achieved. That study was limited by the fact that ensembling may be space- and time-consuming.
For some types of colorectal tissue, misclassification was also common. Their method provided the third-best
performance. The method proposed by Kumar et al. [25] achieved Accr of 96.26%, Prec of 96.44%, Sens of
96.34%, Spec of 99.52%, AUC of 0.9800, and F1 score of 0.9638. Although their method provided promising
results, misclassification was common among some classes of colorectal tissue. Their method provided the
second-best results.

The proposed approach typically comprises three steps. First, the histopathological images are denoised
using the NLM filter. NLM efficiently eliminates noise while preserving the edges of the image. Second, unique
hand-crafted features are developed using a concatenation of spatial and cepstrum domain features. Due to
the hybrid nature of feature vectors, the network may have less tendency to become overfit. Finally, the
developed concatenated features are given as input to the proposed network to classify colorectal tissue utilizing
histopathological images. In the proposed 1D MHCNN, each head of the network reads and interprets the input
features using three different kernel sizes. The variations in kernel size allow the model to read, understand, and
interpret data at three different resolutions. Furthermore, the proposed approach is built so that the model’s
capacity is nearly ideal because the accuracy between training and testing differs by 1.5% and both accuracies
are higher than 96%. This helps to reduce overfitting and minimize the misclassification among colorectal
tissues. Hence, the effectiveness of the proposed technique is improved. The developed method attained Accr of
96.80%, Spec of 99.76%, Prec of 97.12%, Sens of 96.64%, F1 score of 0.9688, and AUC of 0.9820. It can be seen

from Table 3 that the proposed network achieved more effectiveness in comparison to other existing techniques.
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Table 3. Performance evaluation of proposed network and existing methods on the same dataset.

Authors Method Accr (%) | Prec (%) | Sens (%) | Spec (%) | F1 score | AUC

Kather et al. [26] | TL 94.30 94.33 92.33 99.44 — 0.9950
Liang et al. [6] MFFCNN 96.00 97.42 94.50 98.90 0.9554 0.9600
Ghosh et al. [22] | EDNN 96.16 96.17 96.15 96.17 0.9610 0.9616
Kumar et al. [25] | CRCCN-Net 96.26 96.44 96.34 99.52 0.9638 0.9800
Proposed 1D MHCNN | 96.80 97.12 96.64 99.76 0.9688 | 0.9820

5. Conclusion

Automated classification of colorectal tissue utilizing histopathological images may assist clinicians in making
their decisions. This study classified colorectal tissue histological images into multiple classes. To do this,
unique hand-crafted features were formulated utilizing the concatenation of image, SIFT, and 2D mel-cepstrum
domain features. The resultant concatenated features consist of spatial and spectral information, which can
extract more detailed information from unbalanced datasets of histopathological images. The concatenated
features were then given as input to the proposed 1D MHCNN to classify colorectal tissue histopathological
images. The experimental findings demonstrated that the proposed method has better Accr, Spec, Prec, Sens,
and F1 score in comparison to other existing methods. The proposed method attained Accr of 96.80%, Spec
of 99.76%, Prec of 97.12%, Sens of 96.64%, F1 score of 0.9688, and AUC of 0.9820.The performance of the
proposed MHCNN can be extended using other optimization techniques. The proposed method may assist
pathologists in improved clinical judgments and enable researchers to look into new possibilities for the study of
colorectal cancer. Clinicians may set up the proposed MHCNN in hospitals to confirm diagnoses. In the future,
the performance of the proposed methods will be validated for other challenging datasets related to colorectal
cancer. The proposed technique will also be validated to diagnose various types of cancer such as skin, prostate,

liver, breast, and lung among other health-related issues.
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