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Abstract

Since the hydrologic risk is defined as a risk of exceedance of a critical level during a period, the number
of the longest successive exceedances which is referred to as the longest run statistic shows the length of
the longest hydrologic risk period. This paper is concerned with the longest run statistic associated with
exceedances. In the derivation of a binary sequence, an independent sequence of random variables and a
random threshold are considered. The elements of a binary sequence are assigned with respect to a random
threshold. In such a consideration, the elements of the corresponding binary sequence are not independent,
but are symmetrically dependent, i.e. exchangeable. The distribution of the longest run statistic is derived
for the sequence of exchangeable binary variables and its hydrological use is discussed.
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Introduction

There has been considerable research on the longest
run statistic in the literature on runs. The history
starts with the investigation of the distribution of the
longest run in a sequence of independent and identi-
cally distributed (i.i.d.) Bernoulli trials. The exact
expression for the distribution of the longest run in
i.i.d. Bernoulli trials was first presented in Burr and
Cane (1961). Many authors have contributed to the
longest run: see Philippou and Makri (1985), Philip-
pou (1986), and Philippou and Makri (1986) among
others. A Markov chain imbedding technique devel-
oped by Fu and Koutras (1994) has been successfully
applied to obtain the distribution of the longest run.
In a sequence of Markov dependent trials, the longest
run is discussed in studies by Lou (1996), Vaggelatou
(2003), and Eryılmaz (2005). For a lucid review of
the longest run we refer to Balakrishnan and Koutras
(2002).

The longest run statistic is representative of crit-
ical droughts and floods. See, Millan and Yevjevich

(1971), Salazar and Yevjevich (1975), Şen (1976),
and Şen (1991). In the use of the longest run statis-
tic in hydrology, binary sequences are derived by
considering the i.i.d. random variables that repre-
sent droughts or floods and a fixed threshold. More
explicitly, let X1, X2, ..., Xn be a sequence of i.i.d.
random variables that has hydrological information
in a certain locality. By using the fixed threshold c, a
binary sequence with 2 distinct and independent ele-
ments can be obtained. In this case, the correspond-
ing binary sequence consists of i.i.d. Bernoulli trials
with success probability p = P {Xi > c} and failure
probability q = 1 − p = P {Xi ≤ c}. In Şen (1991)
the longest run is studied under this type of trunca-
tion. In the present work, another type of truncation
which can be viewed as a random truncation is con-
sidered by using 2 independent sequences of random
variables such that one of them contains past obser-
vations and the other contains future observations.
This type of modelling was used by Thomas (1948),
Chow (1951), and Chow (1953) in making predic-
tions about the recurrences of floods and droughts
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in the future on the basis of what is known from
past data.

Since a random truncation model includes both
past and future observations, the findings of the
present paper provide the opportunity of making pre-
dictions about the recurrences of floods and droughts
in the future. The results may also be useful for the
computation of risk probabilities required for plan-
ning, design and evaluation in a management pro-
cess. In the following section, we provide an explicit
description of the model.

Model Description

In hydrologic frequency analysis, exceedance prob-
abilities are used for floods, being flows larger than
given in what we designed, and non-exceedance prob-
abilities are used for droughts, which are flows less
than those given by the prepared design . According
to Gumbel’s equation, the non-exceedance probabil-
ity is computed by the following equation (see, for
example Stedinger et al., (1992)):

P0 =
r

n+ 1
,

where r shows the rank of a drought, n is the num-
ber of drought events and P0 is the non-exceedance
probability. The rank of an observation is the num-
ber that denotes its position among all observations.

The non-exceedance probability P0 is the prob-
ability that a drought less than the tabulated flow
will occur. The statistical description can be given
as follows:

Let X1, X2, ..., Xn be a sequence of i.i.d. ran-
dom variables that represent floods or droughts
for the past n years in a certain locality. Sup-
pose that Xn+1, Xn+2, ..., Xn+m includes the corre-
sponding variables for future m years in the same
locality. It is assumed that X1, X2, ..., Xn and
Xn+1 , Xn+2, ..., Xn+m are independent and have the
same continuous distribution function, F . We deter-
mine the threshold from the sequence that belongs
to the past n years. The rth smallest element, i.e.
the rth order statistics Xr:n of X1, X2, ..., Xn is cho-
sen as a threshold. This threshold is necessary to
determine the extreme values X1:n and Xn:n, which
are of special importance in hydrological inferences.
In this case, we use the random threshold Xr:n, the
rth smallest flood or drought for the truncation of
Xn+1 , Xn+2, ..., Xn+m. Define the following indica-

tor random variables:

ξi =
{

1 , Xn+i > Xr:n
0 otherwise , i = 1, 2, ..., m.

(1)

In order to facilitate the understanding of the
variables included in the model, we provide the fol-
lowing illustrative figure:

X1

X2

...
Xn︸ ︷︷ ︸


Xr:n−−→


Xn+1

Xn+2

...
Xn+m︸ ︷︷ ︸

> Xr:n
< Xr:n

...
> Xr:n

⇒ ξ1 = 1
⇒ ξ2 = 0

...
⇒ ξm = 1

past future

Figure 1. Illustrative figure of the variables included in
the model.

The exceedance and non-exceedance probabilities
associated with ξis are given, respectively, by

P {Xn+i > Xr:n} = 1− r

n+ 1
(2)

and

P {Xn+i ≤ Xr:n} =
r

n+ 1
. (3)

It is clear that the non-exceedance probability P0

coincides with the probability P {Xn+i ≤ Xr:n} , i.e.
the probability that a drought less than the tabu-
lated flow will occur. Similarly, the exceedance prob-
ability given in (2) is the probability that a flood
greater than the tabulated flow will occur if Xis rep-
resent floods.

In an experiment involving 2 possible outcomes,
1 ”success” and 0”failure”, a run of ”1” type of ele-
ment is an uninterrupted sequence of such elements
bordered at each end by the other type of element
”0”. For example, in the binary sequence given in
(4), we have a run of two 1s, a run of one 1 and
a run of three 1s. In the present work, our main
interest is the number of the longest successive ex-
ceedances, which is referred to as the longest run
statistic.

110001011100 (4)

For the sequence given above the longest run statis-
tic takes the value 3. Actually, the elements of the
sequence given in (4) are ξ1, ξ2, ..., ξm. Since we have

106



ERYILMAZ

used a random threshold instead of a certain thresh-
old, the elements of the binary sequence ξ1, ξ2, ..., ξm
are not i.i.d. Bernoulli trials, but are exchangeable,
i.e. the joint distribution of ξ1, ξ2, ..., ξm is invariant
under permutations of the subscripts. Hence, we do
not have classical Bernoulli trials here.

The sum of the random variables ξ1, ξ2, ..., ξm
is called an exceedance statistic and is used in
many fields such as reliability, hydrology, and
statistical quality control. The statistic Sm =
# {i ≤m : Xn+i > Xr:n} and different types of ex-
ceedance statistics are discussed in studies by Ep-
stein (1954), Sarkadi (1957), Bairamov (1997),
Wesolowski and Ahsanullah (1998), Bairamov and
Eryılmaz (2000), and Eryılmaz (2003a, 2003b). Un-
der the assumption of independence ofX1, X2, ..., Xn
and Xn+1, Xn+2, ..., Xn+m and having the same con-
tinuous distribution function, the probability distri-
bution of the random variable Sm is

P {Sm = k} =

(
m−k+r−1
m−k

)(
n−r+k

k

)(
m+n
n

) , k = 0, 1, ...,m.

(5)

A general formula for the distribution of the
sum of exchangeable binary random variables has
been derived by George and Bowman (1995). Let
ξ1, ξ2, ..., ξm be a set of exchangeable binary random
variables and let

λk = P {ξ1 = ξ2 = ... = ξk = 1} .

Using an inclusion and exclusion principle,
George and Bowman (1995) obtained

P {S = s} =
(
m

s

)m−s∑
j=0

(−1)j
(
m− s
j

)
λs+j (6)

where S =
m∑
i=1

ξi. For the variables given in (1),

λk = (n−r+kk )
(n+k
n ) and λ1 represents the exceedance prob-

ability given in (2).
Our aim is to find the distribution of the longest

run statistic for the sequence of binary random vari-
ables given in (1). Since the random variables de-
fined in (1) are exchangeable (or symmetrically de-
pendent), we have to derive the distribution of the
longest run statistic for the sequence of exchangeable
binary random variables.

The Distribution of the Longest Run Length
in Exchangeable Binary Trials

In this section we provide the distribution of the
longest run Lm for the sequence of exchangeable bi-
nary trials.

Let us consider the conditional distribution of the
length of the longest run in m trials, given the num-
ber of Sm = l (0 ≤ l ≤ m) successes. Clearly,

P {Lm < k | Sm = l} =
P {Lm < k, Sm = l}

P {Sm = l} .

Since ξ1, ξ2, ..., ξm are exchangeable

P {Lm < k, Sm = l} = N(m, k, l)P {l of the ξ s are
1 and m− l of the ξs are 0}
where the coefficient N(m, k, l) shows the num-
ber of ways corresponding with the event
{Lm < k, Sm = l}. We already know that

P {Sm = l} =
(
m
l

)
P {l of the ξs are 1 and m − l

of the ξs are 0}
hence,

P {Lm < k | Sm = l} =
N(m, k, l)(

m
l

) . (7)

The equality given in (7) also holds for i.i.d. trials
and it is known that for i.i.d. trials

P {Lm < k | Sm = l} =
(
m

l

)−1 [ lk ]∑
i=0

(−1)i
(
m− l+ 1

i

)(
m− ik
m− l

)
(8)

where [x] denotes the integer part of x (see Riordan (1958)). We observe that the conditional distribution of
Lm given the number of successes remains valid for the sequence of exchangeable binary trials. Using the total
probability law, we may for all k = 1, 2, ...,m obtain

P {Lm < k} =
m∑
l=0

P {Lm < k | Sm = l}P {Sm = l} (9)
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and by using (6) and (8) in (9)

P {Lm < k} =
m∑
l=0

min([ lk ],m−l+1)∑
i=0

m−l∑
j=0

(−1)i(−1)j
(
m− l+ 1

i

)(
m− ik
m− l

)(
m− l
j

)
λl+j (10)

Equation (10) gives the cumulative distribution of the longest run length for the sequence of exchangeable
binary trials.

Now, let us consider the random variables given in (1). In this case, since λl+j = (n−r+l+jl+j )
(n+l+j

n ) , for all k =

1, 2, ..., m we have

P {Lm < k} =
(
m+ n

n

)−1 m∑
l=0

min([ lk ],m−l+1)∑
i=0

[
(−1)i

(
m

l

)−1(
m− l + 1

i

)(
m− ik
m− l

)
×
(
m− l + r − 1

m− l

)(
n− r + l

l

)]
(11)

In Figures 2-4, graphs of the cumulative distribu-
tion given in (11) for various exceedance probabilities
(or various values of n and r) are illustrated. In each
figure for sample sizes m = 5, 10, 20, and 50 from the
inner towards the outer one, respectively, cumulative
distributions are graphed. According to Figures 2-

4, increasing the exceedance probability leads to a
decrease in the longest run length occurrence.

In Table 1, numerical values for the E(Lm), ex-
pectation of the longest run are presented for various
values of n, r and m.
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Figure 2. Cumulative distribution for n = 5, r = 5 (exceedance probability = 0.1667).
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Figure 3. Cumulative distribution for n = 15, r = 8 (exceedance probability = 0.5000).
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Figure 4. Cumulative distribution for n = 15, r = 4 (exceedance probability = 0.7500).

Table 1. Expectation of the longest run.

n r m E(Lm) n r m E(Lm)
5 5 5 0.6865 15 4 5 3.2201
5 5 10 1.0355 15 4 10 5.2742
5 5 20 1.4182 15 4 20 7.8553
5 5 50 1.9409 15 4 50 11.713
9 5 5 1.9930 15 8 5 1.9737
9 5 10 2.9658 15 8 10 2.9043
9 5 20 4.0420 15 8 20 3.9209
9 5 50 5.5365 15 8 50 5.3233

The foregoing findings enable us to give an an-
swer to the following type of question:

Example. What is the probability that the

largest flood during the past 10 years will be ex-
ceeded a maximum of twice consecutively during the
next 10 years?

Since n = r = m = 10, the corresponding proba-
bility is

P {L10 = 2} = P {L10 < 3} − P {L10 < 2}

= 0.9796− 0.9021 = 0.078

Conclusions

The distribution function of the longest run length
associated with exchangeable binary trials in a ran-
dom truncation model was derived by the condi-
tioning method. In a random truncation model,
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the threshold is chosen randomly from n past years
and r and Xr:n denote the rank and the cor-
responding observation of the chosen year among
X1 , X2, ..., Xn, respectively. The truncation of a se-
quence Xn+1, Xn+2, ..., Xn+m (future observations)
at a random level Xr:n creates a dependent sequence
ξ1, ξ2, ..., ξm of binary variables. We observe that the
longest run length based on a sequence ξ1, ξ2, ..., ξm
depends on n, r and m.

Although the different values of n and r give the
same exceedance probability, the dependence struc-
ture of a binary sequence ξ1, ξ2, ..., ξm affects the dis-
tribution of Lm, and hence its expectation. As seen
from Table 1, the same exceedance probabilities for
n = 15, r = 8 and n = 9,and r = 5 give different
expected values.

In Şen (1991), expectations of the longest run
length are tabulated for a certain truncation level, c,

with exceedance probability p = P {Xi > c} = 0.5.
According to his computations, for m = 10, 20,and
50, E(Lm) takes the values 2.799, 3.729,and 5.007 re-
spectively. One observes from Table 1, for the same
exceedance probability, 0.5, (taking n = 15, r = 8
or n = 9, r = 5) that expectations depart from the
foregoing values. This demonstrates that the longest
run length distribution is sensitive to both the vari-
ation of the values of n,and r and to the dependence
structure of ξ1, ξ2, ..., ξm. This sensitivity constitutes
the difference between certain and random trunca-
tion models.
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