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Weighted Boundedness for a Rough Homogeneous

Singular Integral

Hussain Al-Qassem

Abstract

A weighted norm inequality for a homogeneous singular integral with a kernel

belonging to a certain block space is proved. Also, some applications of this in-

equality are obtained. Our results are essential improvements as well as extensions

of some known results on the weighted boundedness of singular integrals.
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1. Introduction

Let Sn−1 denote the unit sphere in Rn (n ≥ 2) equipped with the normalized Lebesgue
measure dσ = dσ(·). Throughout this paper, p′ will denote the dual exponent to p, that
is 1/p+ 1/p′ = 1. Also, we shall let Ω be a homogeneous function of zero which satisfies
Ω ∈ L1(Sn−1) and ∫

Sn−1
Ω (u) dσ (u) = 0. (1.1)

For γ > 1, let ∆
γ

(R+) denote the set of all measurable functions h on R+ such that

sup
R>0

1
R

R∫
0

|h (t)|
γ

dt <∞.
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Let Γ(t) be a C1 function on the interval (0,∞). We define the singular integral
operator TΓ,h,Ω and its truncated maximal operator T ∗Γ,h,Ω by

TΓ,h,Ωf(x) = p.v.
∫

Rn

f (x− Γ(|y|)y′) |y|−n Ω(y)h(|y|)dy (1.2)

and

T ∗Γ,h,Ωf(x) = sup
ε>0

∣∣∣∣∣∣∣
∫
|y|>ε

f (x− Γ(|y|)y′) |y|−n Ω(y)h(|y|)dy

∣∣∣∣∣∣∣ , (1.3)

where y′ = y/ |y| ∈ Sn−1, and f ∈ S(Rn), the space of Schwartz functions.
If Γ(t) = t, we shall denote TΓ,h,Ω by Th,Ω and T ∗Γ,h,Ω by T ∗h,Ω. Also, we denote TΓ,h,Ω

by TΩ and T ∗Γ,h,Ω by T ∗Ω when h = 1 and Γ(t) = t.

The study of the Lp(1 < p < ∞) boundedness of the operators TΩ and T ∗Ω began
with Calderón-Zygmund in [6] under the condition Ω ∈ L log+ L

(
Sn−1

)
. Some years

later, Connett [10] and Coifman-Weiss [9] obtained an improvement over the result of
Calderón and Zygmund by considering the Hardy space H1

(
Sn−1

)
. The study of the

Lp(1 < p <∞) boundedness of the more general class of operators Th,Ω and T ∗h,Ω began

in R. Fefferman in [16] if h ∈ L∞ (R+) and Ω satisfies some Lipschitz condition of positive
order on Sn−1 and subsequently by many authors under various conditions on Ω and h

(see for example, [25], [7], [11], [13], [14], [22], [4]). In the meantime, the study of the
weighted Lp boundedness of Th,Ω and T ∗h,Ω has also attracted the attention of many
authors ([5], [11], [12], [18], [20], [24], [28], [15]).

In 1993, J. Duoandikoetxea [12] proved the following two results:

Theorem A. Suppose that h ∈ L∞ (R+) and Ω ∈ Lq(Sn−1) for some q > 1. Then
Th,Ω is bounded on Lp(ω) if q′ ≤ p < ∞, p 6= 1 and ω ∈ Ap/q′ ,where Ap(Rn) is the
Muckenhoupt weight class (see [17] for the definition) and Lp(ω) = Lp(Rn, ω(x)dx),
ω ≥ 0, is defined by

Lp(Rn, ω(x)dx) =

{
f : ‖f‖Lp(ω) =

(∫
Rn

|f(x)|p ω(x)dx
)1/p

<∞
}
.

For a special class of radial weights Ãp(R+), Duoandikoetxea proved the following
sharper result:

76



AL-QASSEM

Theorem B. If ω ∈ Ãp(R+) for 1 < p < ∞, then TΩ is bounded on Lp(ω) provided
that Ω ∈ L log+ L

(
Sn−1

)
.

We point out the class of weights Ãp(R+) was introduced by Duoandikoetxea [12] and
its definition will be reviewed in Section 2.

In 1999, Fan-Pan-Yang in [15] improved the result in Theorem B and obtained the
following:

Theorem C. If h ∈ ∆γ (R+) for some γ ≥ 2 and Ω ∈ H1
(
Sn−1

)
, then

(i) Th,Ω is bounded on Lp(ω) for γ′ ≤ p <∞ and ω ∈ ÃIp/γ′ (R+);

(ii) T ∗h,Ω is bounded on Lp(ω) for γ′ < p <∞ and ω ∈ ÃIp/γ′ (R+),

where ÃIp/γ′ (R+) is a subclass of Ãp/γ′ (R+) (which will be recalled in Section 2).

On the other hand, Jiang and Lu introduced a special class of block spacesB(κ,υ)
q

(
Sn−1

)
with respect to the study of the mapping properties of singular integral operators Th,Ω
(see [22]). In fact, they obtained the following L2 boundedness result.

Theorem D ([22]). Let Th,Ω and T ∗h,Ω be given as above. Then we have

(i) if Ω ∈ B(0,0)
q (Sn−1) and h ∈ L∞, Th,Ω is a bounded operator on L2 (Rn) ;

(ii) if Ω ∈ B(0,1)
q (Sn−1) and h ∈ L∞, T ∗h,Ω is a bounded operator on L2 (Rn).

Some years later, the Lp boundedness of the operators Th,Ω and T ∗h,Ω were proved for

all p ∈ (1,∞) under the conditions Ω ∈ B(0,0)
q (Sn−1) and h ∈ ∆γ (R+) for some γ > 1 (see

for example, [1], [2], [4]). Also, it was proved in [3] that the condition Ω ∈ B(0,0)
q (Sn−1)

is the best possible for the Lp boundedness of TΩ to hold. Namely, the Lp boundedness

of TΩ may fail for any p if it is replaced by a weaker condition Ω ∈ B(0,υ)
q (Sn−1) for any

−1 < υ < 0 and q > 1. The definition of the block space B(κ,υ)
q

(
Sn−1

)
will be recalled in

Section 2.
The primary concern of this paper is studying the Lp(ω) boundedness of the operators

Th,Ω and T ∗h,Ω for ω ∈ ÃIp/γ′ (R+), Ω ∈ B(0,0)
q (Sn−1) for some q > 1 and h ∈ ∆

γ
(R+) for

some γ > 1. The main results of this paper are the following:

Theorem 1.1. Let h ∈ ∆γ (R+) with γ > 1. Let Γ be in C2([0,∞)), convex, and an
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increasing function with Γ(0) = 0. If Ω ∈ B(0,0)
q (Sn−1) for some q > 1, then TΓ,h,Ω is

bounded on Lp(Rn) for 1 < p <∞.

Theorem 1.2. Let h ∈ ∆γ (R+) with γ ≥ 2 and 1 < p < ∞. Let Γ be in C2([0,∞)),

convex, and an increasing function with Γ(0) = 0. If Ω ∈ B(0,0)
q (Sn−1) for some q > 1,

and ω ∈ ÃIp/γ′ (R+) with p ≥ γ′, then TΓ,h,Ω is bounded on Lp(ω).

As for the maximal truncated singular integral T ∗Γ,h,Ω we have the following results.

Theorem 1.3. Let Γ be in C2([0,∞)), convex, and an increasing function with

Γ(0) = 0. If Ω ∈ B(0,0)
q (Sn−1) for some q > 1 and h ∈ ∆γ (R+) with γ > 1, then

(i) T ∗Γ,h,Ω is bounded on Lp(Rn) for 1 < p <∞;

(ii) T ∗Γ,h,Ω is bounded on Lp(ω) for γ′ < p <∞, γ ≥ 2 and ω ∈ ÃIp/γ′(R+).

Remark. Obviously, Theorems 1.1–1.3 extend and improve (in the weighted case) the
results in [1], [2] and [4]. Also, one observes that Theorems 1.2 and 1.3 (b) represent an
improvement and extension over Theorem A in the case ω ∈ ÃIp(R+) because Ω is allowed

to be in the space B(0,0)
q (Sn−1); and bearing in mind the relation, for any fixed q > 1,

Ld(Sn−1) ⊂ B(0,0)
q (Sn−1) for all d > 1. With regard to the relation between B(0,0)

q (Sn−1)

and L log+ L
(
Sn−1

)
remains open, as pointed out in [21].

In order to prove our results, we use the machinery developed by Duoandikoetxea and
Rubio de Francia in [11] and we follow some ideas employed in [15] and [4]. We shall
now point out some of the main differences between the proofs in this paper and the
ones in [15]: (i) To treat the operators under consideration with kernels given by Ω’s in

the space B(0,0)
q (Sn−1) for some q > 1, we shall first make an appropriate decomposition

Ω =
∞∑
µ=1

cµ b̃µ and then we make further appropriate decomposition to each TΓ,h,b̃µ
and

T ∗
Γ,h,b̃µ

. These decompositions, together with a specially constructed partition of unity

on (0,∞) and keeping track of certain constants allow us to obtain our results. (ii) We
notice that the results in [15] are proved under the condition h ∈ ∆

γ
(R+) with γ ≥ 2,

but the case 1 < γ < 2 was left open, whereas in this paper we are able to obtain (in the
unweighted case) some results under the condition h ∈ ∆γ (R+) with γ > 1. (For more
details, see Theorem 1.1 and Theorem 1.3 (i) in this paper).
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Throughout this paper, the letter C will stand for a positive constant that may vary
at each occurrence. However, C does not depend on any of the essential variables.

2. Some Definitions and Lemmas

We start this section recalling the definition of some special classes of weights and
some of their important properties relevant to our current study.

Definition 2.1. Let ω(t) ≥ 0 and ω ∈ L1
loc(R+). For 1 < p < ∞, we say that

ω ∈ Ap(R+) if there is a positive constant C such that for any interval I ⊂ R+,

(
|I|−1

∫
I

ω(t)dt
)(
|I|−1

∫
I

ω(t)−1/(p−1)dt

)p−1

≤ C <∞.

A1(R+) is the class of weights ω for which MHL satisfies a weak-type estimate in L1(ω),
where MHL(f) is the Hardy-Littlewood maximal function of f.

It is well-known that the class A1(R+) is also characterized by all weights ω for which
MHLω(t) ≤ Cω(t) for a.e. t ∈ R+ and for some positive constant C.

Definition 2.2. Let 1 ≤ p < ∞. We say that ω ∈ Ãp(R+) if ω(x) = ν1(|x|)ν2(|x|)1−p,

where either νi ∈ A1(R+) is decreasing or ν2
i ∈ A1(R+), i = 1, 2.

Let AIp(Rn) be the weight class defined by exchanging the cubes in the definitions
of Ap for all n-dimensional intervals with sides parallel to coordinate axes (see [19]).

Let ÃIp = Ãp ∩ AIp. If ω ∈ Ãp, it follows from [12] that the classical Hardy-Littlewood

maximal function MHLf is bounded on Lp(Rn, ω(|x|)dx). Therefore, if ω(t) ∈ Ãp(R+),
then ω(|x|) ∈ Ap(Rn).

By following the same argument as in the proof of the elementary properties of Ap
weight class (see for example [17]) we get the following lemma.

Lemma 2.3. If 1 ≤ p <∞, then the weight class ÃIp(R+) has the following properties:

(i) ÃIp1
⊂ ÃIp1

, if 1 ≤ p1 < p2 <∞;

(ii) For any ω ∈ ÃIp, there exists an ε > 0 such that ω1+ε ∈ ÃIp;
(iii) For any ω ∈ ÃIp and p > 1, there exists an ε > 0 such that p − ε > 1 and ω ∈

ÃIp−ε.
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Definition 2.4. (1) For x′0 ∈ Sn−1 and 0 < θ0 ≤ 2, the set B(x′0, θ0) = {x′ ∈ Sn−1 :

|x′ − x′0| < θ0} is called a cap on Sn−1.
(2) For 1 < q ≤ ∞, a measurable function b is called a q-block on Sn−1 if b is a

function supported on some cap I = B(x′0, θ0) with ‖b‖Lq ≤ |I|
−1/q′

, where |I| = σ(I).

(3) B
(κ,υ)
q (Sn−1) = {Ω ∈ L1(Sn−1): Ω =

∑∞
µ=1 cµbµ where each c

µ
is a complex

number; each b
µ

is a q-block supported on a cap I
µ

on Sn−1; and M
(κ,υ)
q

(
{c

µ
}, {I

µ
}
)

=
∑∞

µ=1

∣∣cµ ∣∣ (1 + φκ,υ(
∣∣Iµ ∣∣)) <∞}, where φκ,υ (t) = χ(0,1)(t)

∫ 1

t u
−1−κ log

υ (
u−1

)
du.

One observes that

φκ,υ (t) ∼ t−κ log
υ

(t−1) as t→ 0 for κ > 0, υ ∈ R,

φ0,υ (t) ∼ logυ+1
(
t−1
)

as t→ 0 for υ > −1.

The following properties of B(κ,υ)
q can be found in [21]:

(i) B(κ,υ2)
q ⊂ B(κ,υ1)

q if υ2 > υ1 > −1 and κ ≥ 0;

(ii) B(κ,υ)
q2 ⊂ B(κ,υ)

q1 if 1 < q1 < q2;

(iii) Lq(Sn−1) ⊂ B(κ,υ)
q (Sn−1) for υ > −1 and κ ≥ 0.

In their investigations of block spaces, Keitoku and Sato showed in [21] that these
spaces enjoy the following properties.

Lemma 2.5.

(i) If 1 < p ≤ q ≤ ∞, then for κ > 1
p′ we have B(κ,υ)

q (Sn−1) ⊆ Lp(Sn−1) for any υ >
−1;

(ii) B(κ,υ)
q (Sn−1) = Lq(Sn−1) if and only if κ ≥ 1

q′ and υ ≥ 0;

(iii) for any υ > −1, we have
⋃

q>1B
(0,υ)
q (Sn−1) "

⋃
q>1L

q(Sn−1).

Definition 2.6. Let Γ(t) be a C1 function on the interval (0,∞) and for µ ∈ N, let b̃µ
be a function on Sn−1 satisfying the conditions:∥∥∥b̃µ∥∥∥

q
≤

∣∣Iµ ∣∣−1/q′ for some q > 1 and for some cap Iµ on Sn−1; (2.1)∥∥∥b̃µ∥∥∥
1
≤ 1. (2.2)
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Define the sequence of measures {σµ,Γ,k : k ∈ Z} and their corresponding maximal

operator σ∗µ,Γ on Rn by

∫
Rn

fdσµ,Γ,k =
∫
ρk
µ
≤|y|<ρk+1

µ

f(Γ(|y|)y′)h(|y|) b̃µ(y′)
|y|n dy,

σ∗µ,Γf (x) = sup
k∈Z
||σµ,Γ,k| ∗ f(x)| ,

where |σµ,Γ,k| is defined in the same way as σµ,Γ,k, but with hb̃µ replaced by
∣∣∣hb̃µ ∣∣∣ ,

ρµ = 2βµ and

βµ =


1 , if

∣∣I
µ

∣∣ ≥ e−1,

log(
∣∣Iµ ∣∣−1) if

∣∣Iµ ∣∣ < e−1.
(2.3)

Lemma 2.7. Let µ ∈ N and h ∈ ∆γ (R+) for some γ, 1 < γ ≤ 2. Let b̃µ be a

function on Sn−1 satisfying (2.1)–(2.2) and (1.1) with Ω replaced by b̃
µ
. Suppose that

Γ is in C2([0,∞)), convex, and an increasing function with Γ(0) = 0. Then there exist
constants C and 0 < α < 1/q′ such that for all k ∈ Z and ξ ∈ Rn we have

‖λµ,k‖ ≤ Cβµ (2.4)

|σ̂µ,Γ,k(ξ)| ≤ Cβµ

∣∣∣Γ(ρk
µ
)ξ
∣∣∣− α

γ′βµ ; (2.5)

|σ̂µ,Γ,k(ξ)| ≤ Cβµ

∣∣∣Γ(ρk+1
µ

)ξ
∣∣∣ α
γ′βµ . (2.6)

The constant C is independent of k, Iµ , ξ and Γ (·).

Proof. It is easy to verify that (2.4) holds with a constant C independent of Iµ . We
prove the inequalities (2.5)–(2.6) only for the case

∣∣Iµ ∣∣ < e−1, because the proof of these

inequalities for the case
∣∣I
µ

∣∣ ≥ e−1 can be dealt with quite similarly and more easily.

|σ̂µ,Γ,k(ξ)| ≤
(∫ ρk+1

µ

ρk
µ

|h(t)|
γ dt

t

)1/γ (∫ ρµ

1

|Hk,µ (t)|
γ′ dt

t

)1/γ′

,
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where

Hk,µ (t) =
∫

Sn−1
e
−iΓ(ρk

µ
t)ξ·x

b̃µ(x)dσ (x) .

Since |Hk,µ (t)| ≤ 1 we immediately get

|σ̂µ,Γ,k(ξ)| ≤ C

[log|Iµ|−1
]+1∑

s=1

∫ ρk
µ

2s

ρk
µ

2s−1
|h(t)|

γ dt

t


1/γ (∫ ρµ

1

|Hk,µ (t)|
2 dt

t

)1/γ′

≤
(

log
(∣∣Iµ ∣∣−1

))1/γ
(∫

Sn−1×Sn−1
b̃µ(x)b̃µ(y)Jµ,k(ξ, x, y)dσ (x) dσ(y)

)1/γ′

,

where

Jµ,k(ξ, x, y) =
∫ ρµ

1

e
−iΓ(ρk

µ
t)ξ·(x−y) dt

t
.

We now show that

|Jµ,k(ξ, x, y)| ≤ C(log
∣∣Iµ ∣∣−1)

∣∣∣Γ(ρk
µ
)ξ
∣∣∣−α |ξ′ · (x− y)|−α ; (2.7)

for some 0 < αq′ < 1. To this end, we notice that

Jµ,k(ξ, x, y) =
∫ ρµ

1

G′(t)
dt

t
, where G(t) =

∫ t

1

e
−iΓ(ρk

µ
w)ξ·(x−y)

dw, 1 ≤ t ≤ ρ
µ
.

By the assumptions on Γ and the mean value theorem we have

d

dw

(
Γ(ρk

µ
w)
)

= ρk
µ
Γ′(ρk

µ
w) ≥

Γ(ρk
µ
w)

w
≥

Γ(ρk
µ
)

t
for 1 ≤ w ≤ t ≤ ρµ .

Thus by van der Corput’s lemma, |G(t)| ≤
∣∣∣Γ(ρk

µ
)ξ
∣∣∣−1

|ξ′ · (x− y)|−1
t, for 1 ≤ t ≤ ρµ .

Hence by integration by parts,

|Jµ,k(ξ, x, y)| ≤ C log
(∣∣I

µ

∣∣−1
) ∣∣∣Γ(ρk

µ
)ξ
∣∣∣−1

|ξ′ · (x− y)|−1
.

Now combining this bound with the trivial bound |Jµ,k(ξ, x, y)| ≤ (log 2) log(
∣∣Iµ ∣∣−1) and

choosing α so that 0 < αq′ < 1, yields the assertion of (2.7). Therefore, by Hölder’s
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inequality

|σ̂µ,Γ,k(ξ)| ≤

C log
(∣∣Iµ ∣∣−1

) ∣∣∣Γ(ρk
µ
)ξ
∣∣∣−α/γ′ ∣∣∣∣∫

Sn−1×Sn−1

∣∣∣b̃µ(x)b̃µ(y)
∣∣∣ |ξ′ · (x− y)|−α dσ (x) dσ(y)

∣∣∣∣1/γ′

≤ C log
(∣∣I

µ

∣∣−1
) ∣∣∣Γ(ρk

µ
)ξ
∣∣∣−α/γ′ ∥∥∥b̃µ∥∥∥2/γ′

Lq(Sn−1)

{∫
Sn−1×Sn−1

|x1 − y1|−αq
′
dσ (x) dσ(y)

}1/γ′q′

,

where x = (x1,... ,xn) and y = (y1,... ,yn). Since the last integral is finite, by (2.1) we
obtain

|σ̂µ,Γ,k(ξ)| ≤ C log
(∣∣Iµ ∣∣−1

) ∣∣Iµ ∣∣−2/γ′q′
∣∣∣Γ(ρk

µ
)ξ
∣∣∣−α/γ′ .

By interpolation between this estimate and the trivial estimate

|σ̂µ,Γ,k(ξ)| ≤ C log
(∣∣Iµ ∣∣−1

)
we get the estimate in (2.5). To get the estimate (2.6), we use the mean zero property
(1.1) of b̃µ to get

|σ̂µ,Γ,k(ξ)| ≤
∫

Sn−1

∫ ρµ

1

∣∣∣e−iΓ(ρk
µ
t)ξ·x − 1

∣∣∣ ∣∣∣h(ρk
µ
t)b̃

µ
(x)
∣∣∣ dt
t
dσ(x).

Hence,

|σ̂µ,Γ,k(ξ)| ≤ C log
(∣∣I

µ

∣∣−1
) ∣∣∣Γ(ρk+1

µ
)ξ
∣∣∣

which, when combined with the trivial estimate |σ̂µ,Γ,k(ξ)| ≤ C log
(∣∣Iµ ∣∣−1

)
, yields the

estimate in (2.6). This completes the proof of the lemma. 2

By the same argument as in [27, p. 57] we get

Lemma 2.8. Let ϕ be a nonnegative, decreasing function on [0,∞) with
∫

[0,∞) ϕ(t)dt = 1.

Then ∣∣∣∣∣
∫

[0,∞)

f(x− ty′)ϕ(t)dt

∣∣∣∣∣ ≤My′f(x),
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where

My′f(x) = sup
R∈R

1
R

∫ R

0

|f(x− sy′)| ds

is the Hardy-Littlewood maximal function of f in the direction of y′.

Lemma 2.9. Let µ ∈ N, h ∈ ∆
γ

(R+) for some γ > 1 and ω ∈ Ãp/γ′ (R+). Let b̃
µ

be a function on Sn−1 satisfying (2.1)–(2.2) and let Γ be in C2([0,∞)), convex, and an
increasing function with Γ(0) = 0. Then∥∥σ∗µ,Γ(f)

∥∥
Lp(ω)

≤ Cpβµ ‖f‖Lp(ω) (2.8)

for γ′ < p ≤ ∞, where Cp is independent of µ and f.

Proof. As above, we prove (2.8) only for the case that
∣∣Iµ ∣∣ < e−1. By Hölder’s

inequality and (2.2), we have

��σµ,Γ,k ∗ f(x)
�� ≤

0
@Z ρk+1

µ

ρk
µ

|h(t)|γ dt
t

1
A

1/γ 0
@Z ρk+1

µ

ρk
µ

����
Z

Sn−1
b̃µ (y′)f(x− Γ(t)y′)dσ(y′)

����
γ′ dt

t

1
A

1/γ′

≤ C
�

log
���Iµ ��−1

��1/γ

0
@Z ρk+1

µ

ρk
µ

Z
Sn−1

���̃bµ(y′)
��� ��f(x− Γ(t)y′)

��γ′ dσ(y′)
dt

t

1
A

1/γ′

≤ C
�

log
���Iµ ��−1

��1/γ
�Z

Sn−1

���b̃µ (y′)
���MΓ,µ,y′(|f |γ

′
)(x)dσ(y′)

�1/γ′

, (2.9)

where

MΓ,µ,y′f(x) = sup
k∈Z

∣∣∣∣∣
∫ ρk+1

µ

ρk
µ

f(x − Γ(t)y′)
dt

t

∣∣∣∣∣ .
By a change of variable we have

MΓ,µ,y′f(x) ≤ sup
k∈Z

(∫ Γ(ρk+1
µ

)

Γ(ρk
µ

)

|f(x − ty′)| dt

Γ−1(t)Γ′(Γ−1(t))

)
.

Without loss of generality, we may assume that Γ(t) > 0 for all t > 0. Since the function
1

Γ−1(t)Γ′(Γ−1(t)) is nonnegative, decreasing and its integral over [Γ(ρk
µ
), Γ(ρk+1

µ
)] is equal
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to (log 2) log(
∣∣I
µ

∣∣−1), by Lemma 2.8 we have

MΓ,µ,y′f(x) ≤ C log
(∣∣Iµ ∣∣−1

)
My′f(x). (2.10)

By (2.9)–(2.10) and Minkowski’s inequality for integrals we get

∥∥σ∗µ,Γf∥∥Lp(ω)
≤ C log

(∣∣Iµ ∣∣−1
)(∫

Sn−1

∣∣∣b̃µ(y′)
∣∣∣ ∥∥∥My′ (|f |γ

′
)
∥∥∥
Lp/γ′(ω)

dσ(y′)
)1/γ′

. (2.11)

By (8) in [12] and since ω ∈ Ãp/γ′ (R+) we have

‖My′f‖Lp/γ′(ω) ≤ C ‖f‖Lp/γ′(ω) (2.12)

with C independent of y′. By (2.2) and (2.11)–(2.12) we get (2.8) which finishes the proof
of the lemma. 2

Lemma 2.10. Let µ ∈ N and h ∈ ∆γ (R+) for some γ > 1. Let b̃µ be a function on Sn−1

satisfying (2.1)–(2.2) and let Γ be in C2([0,∞)), convex, and an increasing function with
Γ(0) = 0. Then ∥∥σ∗µ,Γ(f)

∥∥
Lp(Rn)

≤ Cpβµ ‖f‖Lp(Rn) (2.13)

for 1 < p <∞, where Cp is independent of µ and f.

Before presenting a proof of Lemma 2.10, it is worth pointing out that Lemma 2.10
gives the boundedness of σ∗µ,Γ on Lp(Rn) for the full range 1 < p ≤ ∞, which is much
better than the range γ′ < p ≤∞ (when γ → 1) if we apply Lemma 2.9 for ω = 1.

Our proof of Lemma 2.10 will rely on the following result (see also Theorem B in [11]):

Lemma 2.11. Let {λµ,k : k ∈ Z, µ ∈ N} be a sequence of Borel measures on Rn. Let
Γ be in C2([0,∞)), convex, and increasing function with Γ(0) = 0. Suppose that for all
k ∈ Z, ξ∈ Rn, for some α, C > 0 and p0 > 2 we have

‖λµ,k‖ ≤ Cβµ ; (2.14)∣∣∣λ̂µ,k(ξ)
∣∣∣ ≤ Cβ

µ

∣∣∣Γ(ρk
µ
)ξ
∣∣∣− α

βµ ; (2.15)∣∣∣λ̂µ,k(ξ)
∣∣∣ ≤ Cβµ

∣∣∣Γ(ρk+1
µ

)ξ
∣∣∣ α
βµ ; (2.16)∥∥∥∥∥(

∑
k∈Z

|λµ,k ∗ gk|2)
1
2

∥∥∥∥∥
p0

≤ Cβµ

∥∥∥∥∥(
∑
k∈Z

|gk|2)
1
2

∥∥∥∥∥
p0

(2.17)
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for arbitrary functions {gk}k∈Z on Rn. Then for any p ∈ (p′0, p0), there exists a positive
constant Cp such that∥∥∥∥∥∑

k∈Z

λµ,k ∗ f
∥∥∥∥∥
p

≤ Cpβµ ‖f‖p ; (2.18)

∥∥∥∥∥(
∑
k∈Z

|λµ,k ∗ f |2)
1
2

∥∥∥∥∥
p

≤ Cpβµ ‖f‖p (2.19)

hold for all f in Lp(Rn). The constant Cp is independent of β
µ
.

A proof of Lemma 2.11 can be obtained by the same proof (with only minor modifi-
cations) as that of Lemma 3.2 in [4]. We omit the details.

Proof of Lemma 2.10. Choose and fix a ϕ ∈ S (Rn) such that ϕ̂(ξ) = 1 for |ξ| ≤ 1

and ϕ̂(ξ) = 0 for |ξ| ≥ 2. Let (ϕk )̂(ξ) = ϕ̂(Γ(ρk
µ
)ξ). Define the sequence of measures

{λµ,k} by

λ̂µ,k(ξ) = (|σ̂µ,Γ,k|) (ξ)− (|σ̂µ,Γ,k|) (0)(ϕk )̂(ξ). (2.20)

By Lemma 2.7 and the choice of ϕ we find that λµ,k satisfies (2.4)–(2.6) for some constants
C and α.

Now let

Sµ (f) =

(∑
k∈Z

|λµ,k ∗ f |2
)1/2

,

λ∗µf(x) = sup
k∈Z
||λµ,k| ∗ f(x)| .

Thus we have

λ∗µ(f) ≤ Sµ (f) +CβµMHL(f); (2.21)

σ∗µ,Γ(f) ≤ Sµ (f) + 2CβµMHL(f). (2.22)

By (2.5)–(2.6) and using Plancherel’s theorem we get

‖Sµ (f)‖2 ≤ Cβµ ‖f‖2 . (2.23)

By the boundedness of MHL on Lp (1 < p <∞),(2.21) and (2.23) we get
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∥∥λ∗µ(f)
∥∥

2
≤ Cβµ ‖f‖2 . (2.24)

Now, by (2.4), (2.24) and using the lemma and its proof in ([11], p. 544) with p0 = 4 and
q = 2, we find that ∥∥∥∥∥∥

(∑
k∈Z

|λµ,k ∗ gk|2
) 1

2

∥∥∥∥∥∥
4

≤ Cβµ

∥∥∥∥∥∥
(∑
k∈Z

|gk|2
)1

2

∥∥∥∥∥∥
4

(2.25)

for arbitrary functions {gk}k∈Z on Rn. By (2.4)–(2.6), (2.25) and applying Lemma 2.11
we get

‖Sµ(f)‖p ≤ Cpβµ ‖f‖p (2.26)

for all p satisfying p ∈ (4/3, 4) and Lp(Rn).
By replacing p = 2 with p = 4/3 + ε (ε → 0+) in (2.23) and repeating the preceding

arguments, we get (2.26) for every p satisfying p ∈ (8/7, 8) and Lp(Rn). By continuing
this process we ultimately get

‖Sµ(f)‖p ≤ Cpβµ ‖f‖p (2.27)

for all p ∈ (1,∞) and Lp(Rn). Therefore, by (2.22) and (2.27), we obtain (2.13) to
complete the proof of the lemma. 2

Lemma 2.12. Let h ∈ ∆
γ

(R+) for some γ ≥ 2 and let b̃
µ

be a function on Sn−1

satisfying (2.1)–(2.2). Let Γ be in C2([0,∞)), convex, and an increasing function with
Γ(0) = 0. Then for γ′ < p < ∞ and ω ∈ Ãp/γ′ (R+), there exists a positive constant Cp

which is independent of b̃µ such that∥∥∥∥∥∥
(∑
k∈Z

|σµ,Γ,k ∗ gk|2
)1/2

∥∥∥∥∥∥
Lp(ω)

≤ Cpβµ

∥∥∥∥∥∥
(∑
k∈Z

|gk|2
)1/2

∥∥∥∥∥∥
Lp(ω)

(2.28)

holds for arbitrary functions {gk}k∈Z on Rn.

Proof. Let γ′ < p <∞. By Hölder’s inequality and following a similar argument as
in the proof of (2.9) we get

|σµ,Γ,k ∗ gk(x)|γ
′
≤ C(βµ)γ

′−1

∫ ρk+1
µ

ρk
µ

∫
Sn−1

∣∣∣b̃µ(y′)
∣∣∣ |gk(x− Γ(t)y′)|γ

′
dσ(y′)

dt

t
. (2.29)
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Let d = p/γ′. By duality, there is a nonnegative function f ∈ Ld′ (ω1−d′ ,Rn) satisfying
‖f‖Ld′(ω1−d′ ) ≤ 1 such that∥∥∥∥∥∥

(∑
k∈Z

|σµ,Γ,k ∗ gk|γ
′
)1/γ′

∥∥∥∥∥∥
γ′

Lp(ω)

=
∫

Rn

∑
k∈Z

|σµ,Γ,k ∗ gk|γ
′
f(x)dx. (2.30)

Therefore, by (2.29) and a change of variable we get∥∥∥∥∥∥
(∑
k∈Z

|σµ,Γ,k ∗ gk|γ
′
)1/γ′

∥∥∥∥∥∥
γ′

Lp(ω)

≤ C(β
µ
)γ
′−1

∫
Rn

∑
k∈Z

|gk(x)|γ
′
M

µ
f(x)dx,

where

Mµf(x) = sup
k∈Z

∫
ρk
µ
≤|y|<ρk+1

µ

f(x+ Γ(|y|)y′)
∣∣∣b̃µ(y′)

∣∣∣ |y|−n dy.
By Hölder’s inequality, we obtain∥∥∥∥∥∥
(∑
k∈Z

|σµ,Γ,k ∗ gk|γ
′
)1/γ′

∥∥∥∥∥∥
γ′

Lp(ω)

≤ C(βµ)γ
′−1

∥∥∥∥∥∥
(∑
k∈Z

|gk|γ
′
)1/γ′

∥∥∥∥∥∥
γ′

Lp(ω)

∥∥Mµf
∥∥
Ld′ (ω1−d′ ) .

It is easy to verify that ω ∈ Ãd(R+) if and only if ω1−d′ ∈ Ãd′(R+). By the same
argument as in the proof of Lemma 2.9, we have∥∥Mµf

∥∥
Ld′(ω1−d′ ) ≤ Cpβµ

which in turn implies∥∥∥∥∥∥
(∑
k∈Z

|σµ,Γ,k ∗ gk|γ
′
)1/γ′

∥∥∥∥∥∥
Lp(ω)

≤ Cpβµ

∥∥∥∥∥∥
(∑
k∈Z

|gk|γ
′
)1/γ′

∥∥∥∥∥∥
Lp(ω)

. (2.31)

Moreover, again by Lemma 2.9 we have∥∥∥∥sup
k∈Z
|σµ,Γ,k ∗ gk|

∥∥∥∥
Lp(ω)

≤
∥∥∥∥σ∗µ,Γ(sup

k∈Z
|gk|)

∥∥∥∥
Lp(ω)

≤ Cpβµ
∥∥∥∥(sup
k∈Z
|gk|)

∥∥∥∥
Lp(ω)

. (2.32)

By using the operator interpolation theorem between (2.31) and (2.32) and since
γ′ ∈ [1, 2] we get (2.28) which concludes the proof if the lemma. 2

We now have everything we need to prove our main theorems.
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3. Proofs of Main Results

The proof of our results will be based on a technique developed by Duoandikoetxea
and Rubio de Francia in [11]. Now, we shall introduce certain notations and prove some

estimates that will be needed in our proofs. Assume that Ω ∈ B
(0,0)
q (Sn−1) for some

q > 1 and satisfies (1.1). Thus Ω can be written as Ω =
∞∑
µ=1

c
µ
b
µ

where c
µ
∈ C, b

µ
is a

q-block supported on a cap Iµ on Sn−1 and

M (0,0)
q

(
{c

µ
}, {I

µ
}
)

=
∞∑
µ=1

∣∣c
µ

∣∣ (1 + (log |Iµ|−1)
)
<∞. (3.1)

To each block function bµ(·), let b̃µ(·) be a function defined by

b̃
µ
(x) = b

µ
(x)−

∫
Sn−1

b
µ
(u)dσ(u). (3.2)

Then we can easily see that the following inequalities hold for all µ:∫
Sn−1

b̃
µ

(u) dσ (u) = 0, (3.3)∥∥∥b̃µ∥∥∥
Lq
≤ 2

∣∣I
µ

∣∣−1/q′
, (3.4)∥∥∥b̃µ∥∥∥

L1
≤ 2. (3.5)

Using the assumption that Ω has the mean zero property (1.1), and the definition of b̃µ,

we deduce that Ω can be written as Ω =
∞∑
µ=1

cµ b̃µ, which in turn gives

TΓ,h,Ω(f) =
∞∑
µ=1

cµTΓ,h,b̃µ
(f). (3.6)

Since Γ is convex and increasing in (0, ∞), we have Γ(t)/t is also increasing for

t > 0. Therefore, for µ ∈ N, the sequence
{

Γ(ρk
µ
) : k ∈ Z

}
is a lacunary sequence with

Γ(ρk+1
µ

)/Γ(ρk
µ
) ≥ ρµ . As in [4], let {ϕk,µ,Γ}∞−∞ be a smooth partition of unity in (0, ∞)
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adapted to the interval Ek,µ,Γ = [
(

Γ(ρk+1
µ

)
)−1

,
(

Γ(ρk−1
µ

)]
)−1

. To be precise, we require

the following:

ϕk,µ,Γ ∈ C∞, 0 ≤ ϕk,µ,Γ ≤ 1,
∑
k

(ϕk,µ,Γ (t))2 = 1,

supp ϕk,µ,Γ ⊆ Ek,µ,Γ,

∣∣∣∣dsϕk,µ,Γ (t)
dts

∣∣∣∣ ≤ Cs
ts
,

where Cs is independent of the lacunary sequence {Γ(ρk
µ
) : k ∈ Z}. Define the multiplier

operators Sk,µ in Rn by

(Ŝk,µf)(ξ) = ϕk,µ,Γ(|ξ|)f̂(ξ).

Define

Fj,µ(f) =
∑
k∈Z

Sk+j,µ(σµ,Γ,k ∗ Sk+j,µf).

Then it is easy to see that the following identity

TΓ,h,b̃µ
(f) =

∑
j∈Z

Fj,µ(f) (3.7)

holds for f ∈ S(Rn). By Plancherel’s theorem we have

‖Fj,µ(f)‖2L2 ≤
∑
k∈Z

∫
∆k+j,µ

∣∣∣f̂ (ξ)
∣∣∣2 |σ̂µ,Γ,k (ξ)|2 dξ,

where

∆k,µ = {ξ ∈ Rn :
(

Γ(ρk+1
µ

)
)−1

≤ |ξ| <
(

Γ(ρk−1
µ

)
)−1

}.

By a straightforward computations and (2.5)–(2.6) we get

‖Fj,µ(f)‖L2 ≤ Cβµ2−α|j| ‖f‖L2 . (3.8)

Proof of Theorem 1.1. Since ∆γ (R+) ⊂ ∆2 (R+) when γ ≥ 2, we may assume that
1 < γ ≤ 2. Now we need to compute the Lp estimate Fj,µ(f).

90



AL-QASSEM

For 1 < p <∞, we have

‖Fj,µ(f)‖p =

∥∥∥∥∥∑
k∈Z

Sk+j,µ(σµ,Γ,k ∗ Sk+j,µf)

∥∥∥∥∥
p

≤ Cp

∥∥∥∥∥
(∑
k∈Z

|σµ,Γ,k ∗ Sk+j,µf |2
) 1

2

∥∥∥∥∥
p

≤ Cpβµ

∥∥∥∥∥
(∑
k∈Z

|Sk+j,µf |2
) 1

2

∥∥∥∥∥
p

≤ Cpβµ ‖f‖p , (3.9)

where the second inequality follows from (2.4), Lemma 2.11 along with the lemma and its
proof in ([11], p. 544), while the first and the last inequalities follow by Littlewood-Paley
theory. The constant Cp may depend on the dimension n, the constants Cs, and p, but
it is independent of {Γ(ρk

µ
) : k ∈ Z}, and β

µ
(for more details see [26]).

Now by an interpolation between (3.8) and (3.9), we get

‖Fj,µ(f)‖Lp ≤ Cβµ2−αp|j| ‖f‖Lp (3.10)

for 1 < p < ∞. Therefore, the proof of Theorem 1.1 is completed by (3.1), (3.6)–(3.7)
and (3.10). 2

Proof of Theorem 1.2. Let us first consider the case p > γ′. Then

‖Fj,µ(f)‖Lp(ω) ≤ Cp

∥∥∥∥∥
(∑
k∈Z

|σµ,Γ,k ∗ Sk+j,µf |2
) 1

2

∥∥∥∥∥
Lp(ω)

≤ Cpβµ

∥∥∥∥∥
(∑
k∈Z

|Sk+j,µf |2
) 1

2

∥∥∥∥∥
Lp(ω)

≤ Cpβµ ‖f‖Lp(ω) , (3.11)

where the first and the last inequalities follow by the weighted Littlewood-Paley theory
since ω ∈ Ãp/γ′ (R+) ⊂ Ap(R+), whereas the second inequality follows by Lemma 2.12.

By Lemma 2.3, for any ω ∈ ÃIp/γ′(R+), there is an ε > 0 such that ω1+ε ∈ ÃIp/γ′ (R+).

Therefore by (3.11) we have

‖Fj,µ(f)‖Lp(ω1+ε) ≤ Cpβµ ‖f‖Lp(ω1+ε) for p > γ′. (3.12)
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Thus by using Stein-Weiss’s interpolation theorem with change of measures [28] between
(3.10) and (3.12) we get

‖Fj,µ(f)‖Lp(ω) ≤ Cβµ2−α̃p|j| ‖f‖Lp(ω) (3.13)

for some α̃p > 0 which in turn implies

∥∥∥TΓ,h,b̃µ
(f)
∥∥∥
Lp(ω)

≤

∥∥∥∥∥∥
∑
j∈Z

Fj,µ(f)

∥∥∥∥∥∥
Lp(ω)

≤ Cpβµ ‖f‖Lp(ω) for p > γ′. (3.14)

Thus by (3.1), (3.6) and (3.14) we get that TΓ,h,Ω is bounded on Lp(ω) for p > γ′ and

ω ∈ ÃIp/γ′(R+). Now, let us prove the Lp(ω) boundedness of TΓ,h,Ω whenever p = γ′ and

ω ∈ Ã1(R+). To this end we notice by Lemma 2.3 (i) that TΓ,h,Ω is bounded on L
υ

(ω)

for any ω ∈ Ã1(R+) and υ > γ′. Also, by Theorem 1.1, TΓ,h,Ω is bounded on Ls for
1 < p ≤ γ′. Therefore, by interpolating with change of measures we get that TΓ,h,Ω is

bounded on Lγ
′
(ω) for any ω ∈ Ã1(R+). This concludes the proof of Theorem 1.2. 2

Proof of Theorem 1.3. We shall only present the proof of part (ii) of this theorem
and the proof for part (i) will be much the same. So assume that p > γ′ and ω ∈

ÃIp/γ′ (R+). Since Ω =
∞∑
µ=1

cµ b̃µ, we have

T ∗Γ,h,Ω(f) ≤
∑
µ=1

∣∣cµ∣∣T ∗Γ,h,b̃µ (f) . (3.15)

Thus, as above it suffices to establish appropriate Lp(ω) bounds for T ∗
Γ,h,b̃µ

, µ ≥ 1. For

any ε > 0 there is an integer k such that ρj
µ
≤ ε < ρj+1

µ
. So we have

T ∗
Γ,h,b̃µ

(f) ≤ σ∗µ,Γ(f) + g
µ
(f), (3.16)

where gµ(f) = supk∈Z |Xk(f)| and Xk(f) =
∑∞

j=k σµ,Γ,j ∗ f. By Lemma 2.9, it suffices to
show that ∥∥gµ(f)

∥∥
Lp(ω)

≤ Cpβµ ‖f‖Lp(ω) for p > γ′ and ω ∈ Ãp/γ′ (R+). (3.17)

We follow a similar argument employed in the unweighted case in the proof of Lemma
6.3 in [14]. Let ϕ ∈ S(Rn) be such that ϕ(ξ) = 1 for |ξ| < 1 and ϕ(ξ) = 0 for |ξ| > 2.
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Define φ, φk by (φ)̂ = ϕ and φk(ξ) = 1�
Γ(ρk

µ
)
�nφk( ξ

Γ(ρk
µ

) ). Define the sequence of measures

{νk,j : k ∈ Z, j ≥ 0} by

νk,j = (δRn − φk) ∗ σµ,Γ,k+j − φk ∗ σµ,Γ,k−j−1. (3.18)

Then

Xkf = X
(1)
k f −X(2)

k f, (3.19)

where

X
(1)
k f =

∞∑
j=0

νk,j ∗ f and X
(2)
k f = φk ∗ TΓ,h,b̃µ

(f).

By (3.14) and since ω ∈ Ãp/γ′ (R+) ⊂ Ap(R+) we get immediately∥∥∥∥sup
k∈Z

∣∣∣X(2)
k f

∣∣∣∥∥∥∥
Lp(ω)

≤ C
∥∥∥MHL(TΓ,h,b̃µ

)
∥∥∥
Lp(ω)

≤ Cpβµ ‖f‖Lp(ω) (3.20)

for p > γ′ and ω ∈ Ãp/γ′ (R+). It remains now to show that∥∥∥∥sup
k∈Z

∣∣∣X(1)
k f

∣∣∣∥∥∥∥
Lp(ω)

≤ Cpβµ ‖f‖Lp(ω) (3.21)

for p > γ′ and ω ∈ Ãp/γ′ (R+). By definition of X(1)
k f we get

sup
k∈Z

∣∣∣X(1)
k f(x)

∣∣∣ ≤ ∞∑
j=0

sup
k∈Z
|νk,j ∗ f(x)| . (3.22)

By definition of νk,j and Lemma 2.9 we have∥∥∥∥sup
k∈Z
|νk,j ∗ f |

∥∥∥∥
Lp(ω)

≤ Cpβµ ‖f‖Lp(ω) (3.23)

for p > γ′ and ω ∈ Ãp/γ′ (R+). For j ≥ 0, we let

Rj(f) = (
∑
k∈Z

|νk,j ∗ f |2)
1
2 .
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Then by Plancherel’s theorem and Lemma 2.7 we have

‖Rj(f)‖22 =
∫

Rn

∑
k∈Z

|ν̂k,j(ξ)|2 |f(ξ)|2 dξ

≤
∫

Rn

∑
k∈Z

{∣∣∣1− (φk)̂(ξ)
∣∣∣2 |σ̂µ,Γ,k+j(ξ)|2 +

∣∣∣(φk)̂(ξ)
∣∣∣2 |σ̂µ,Γ,k−j−1(ξ)|2

} ∣∣∣f̂(ξ)
∣∣∣2 dξ

≤ Cβ2
µ
2−2jα ‖f‖22 . (3.24)

By (2.23)–(2.24) and interpolation with ω = 1 we get∥∥∥∥sup
k∈Z
|νk,j ∗ f |

∥∥∥∥
p

≤ Cβ
µ
2−jα(p) ‖f‖p (3.25)

for γ′ < p < ∞, f ∈ Lp(Rn), and for some α(p) > 0. By interpolating between (3.23)
and (3.25) we find δ such that∥∥∥∥sup

k∈Z
|νk,j ∗ f |

∥∥∥∥
Lp(ω)

≤ Cβ
µ
2−jδ ‖f‖Lp(ω) . (3.26)

Hence (3.20)–(3.21) we obtain (3.17). The theorem is proved. 2

4. Power Weights |x|
α

One of the important special classes of radial weights is the power weights |x|
α

, α ∈ R.

It is know that |x|
α

∈ Ap(Rn) if and only if −n < α < n(p−1). Let us recall the following
result:
Theorem E. Let 1 < q ≤ ∞ and 1 < p < ∞. Let TΩ and T ∗Ω be the operators defined
as in Section 1 with Ω ∈ Lq(Sn−1) satisfying (1.1). Then TΩ and T ∗Ω are bounded on

Lp(|x|
α

) if

max(−n,−1− (n − 1)p/q′) < α < min(n(p− 1), p− 1 + (n − 1)p/q′). (4.1)

Moreover, the range (4.1) is optimal.

This result was proved for TΩ by Muckenhoupt and Wheeden in [24] and for both
operators TΩ and T ∗Ω using a different method by Duoandikoetxea [12]. We notice that
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in the limit case q = 1, the range in (4.1) becomes α ∈ (−1, p− 1). It is well-known that
the theorem fails for some Ω ∈ L1(Sn−1), even in the unweighted case α = 0. However
Theorem E remains true if α ∈ (−1, p − 1) and Ω ∈ L log+ L as pointed out in ([12],
p. 880). In the ensuing development of this result, an improvement was obtained by

Fan-Pan-Yang in [15] who proved that TΩ is bounded on Lp(|x|
α

) if α ∈ (−1, p− 1) and
Ω ∈ H1(Sn−1). Our result regarding this class of weights is the following:

Theorem 4.1. Let h ∈ ∆γ (R+) with γ ≥ 2. Let Γ be in C2([0,∞)), convex, and an

increasing function with Γ(0) = 0. If Ω ∈ B
(0,0)
q (Sn−1) for some q > 1, and p > γ′,

then TΓ,h,Ω and T ∗Γ,h,Ω are bounded on Lp(|x|
α

) if α ∈ (−1, p/γ′ − 1).

A proof of this theorem can be obtained by Theorems 1.2 and 1.3 and noticing that

|x|
α

∈ ÃIp(R+) for α ∈ (−1, p− 1).

References

[1] Al-Hasan, A.: A note on a maximal singular integral, Func. Diff. Equ. 5 (1998), 309–314.

[2] Al-Hasan, A., Fan, D.: A singular integral operator related to block spaces, Hokkaido Math.

J. 28 (1999), 285–299.

[3] Al-Qassem, H., Al-Salman, A., Pan, Y.: Singular integrals associated to homogeneous

mappings with rough kernels. To appear in Hokkaido Math. J.

[4] Al-Qassem, H., Pan, Y.: Lp estimates for singular integrals with kernels belonging to certain
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